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Fig. 1. We formulate the online adaptation of point-and-click interfaces as a multi-agent reinforcement learning problem. Our approach comprises a user- and interface agent. The user agent interacts with an application in order to reach a goal and the interface agent learns to assist. In this example, the user agent interacts with a toolbar, while the interface agent, in a turn-based manner, assigns relevant items for the user agent. After training, the interface agent can effectively assist real users in the same tasks.

As the number of selectable items increases, point-and-click interfaces rapidly become complex, leading to a decrease in usability. Adaptive user interfaces can reduce this complexity by automatically adjusting an interface to only display the most relevant items. A core challenge for developing adaptive interfaces is to infer user intent and chose adaptations accordingly. Current methods rely on tediously hand-crafted rules or carefully collected user data. Furthermore, heuristics need to be recrafted and data regathered for every new task and interface. To address this issue, we formulate interface adaptation as a multi-agent reinforcement learning problem. Our approach learns adaptation policies without relying on heuristics or real user data, facilitating the development of adaptive interfaces across various tasks with minimal adjustments needed. In our formulation, a user agent mimics a real user and learns to interact with an interface via point-and-click
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actions. Simultaneously, an interface agent learns interface adaptations, to maximize the user agent’s efficiency, by observing the user agent’s behavior. For our evaluation, we substituted the simulated user agent with actual users. Our study involved twelve participants and concentrated on automatic toolbar item assignment. The results show that the policies we developed in simulation effectively apply to real users. These users were able to complete tasks with fewer actions and in similar times compared to methods trained with real data. Additionally, we demonstrated our method’s efficiency and generalizability across four different interfaces and tasks.
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1 INTRODUCTION

Point-and-click interfaces form the core interaction paradigm in modern Human-Computer Interaction (HCI) [54, 60, 89]. These interactions include clicking toolbar items, navigating hierarchical menus, and selecting objects—from UIs on traditional 2D desktops to emerging spatial UIs in immersive Mixed Reality. While individual point-and-click interaction is simple, complexity increases with the number of available interactive items. The presence of more items requires users to process more information and, thus, to evaluate more options, both of which lead to an increased cognitive load. This additional demand for cognitive effort can diminish the user’s experience and unnecessarily extend the time needed to complete tasks.

Adaptive User Interfaces (AUIs) seek to mitigate this complexity by dynamically adjusting the interface presented to the user to display the items that are most relevant to the user’s current task, while omitting less relevant information. This simplifies visual information processing and eliminates the user’s need for navigating through complex interfaces such as hierarchical menus that require multiple actions to eventually select one item.

However, developing effective AUIs poses numerous challenges: AUIs must (1) access or infer users’ intentions by observing their behavior and input, and they must (2) adapt the user interface based on these inferred intentions [84]. To map user input to adaptations, prior research has predominantly used machine learning (ML) techniques [34, 99, 100, 108], or heuristics [8, 102, 104]. However, the reliance of these methods on manually collected data or carefully hand-crafted rules is a significant limitation, as each new user interface or task requires new data collection and updated or redesigned adaptations, even when the interaction paradigm itself remains entirely unchanged.

The example in Fig. 1 illustrates these challenges for the simple scenario of customizing a game character through a toolbar interface. The toolbar has a limited number of slots to select from, whereas the set of clothing items is much larger, such that not all of them can be assigned to the available slots. To facilitate efficient interaction, an AUI needs to assign those clothing items to the available slots that the user is most likely to choose given their previous selections and the likelihood of intended final outfits. Now consider a VR game in which a user builds a castle from different blocks (Fig. 9). Here, the AUI recommends the most likely block to be selected for each operation, taking into account the user’s past choices and the probabilities of final castle designs. Both UIs follow the point-and-click paradigm and the AUI’s task is similar—yet machine learning or heuristic approaches would require separate collection of data as well as rule design for either

task. Considering this requirement for such simple tasks already, developing more complex AUs can quickly become time-consuming and costly.

In this paper, we propose MARLUI, a proof-of-concept framework for easy development of AUs across various point-and-click UIs. We frame the point-and-click interaction paradigm in a Multi-Agent Reinforcement Learning (MARL) framework: An interface agent learns to adapt a UI by selecting the most relevant subset of items at each interaction step. The interface agent observes the user agent and minimizes its task completion time, while the user agent learns human-like point-and-click behavior to interact with the UI and, thus, train the interface agent. Where previous approaches required real user data to teach an interface agent, our approach instead relies on a human-like user agent. The user agent and the interface agent jointly learn by exploring the interface through trial-and-error. To benefit real users during interaction, our interface agent transfers the learned adaptation strategy to actual scenarios where it selects the most relevant items after a real user’s click or selection. When switching between different tasks within the MARLUI framework, such as from dressing a game character to constructing a block castle, the user agent and the interface agent require no to minimal modification and only need training on the respective user interface. Thus, our framework eliminates the need for developers to gather or create task- and interface-specific data or heuristics, thereby streamlining the AUI development process. However, there is space in future work for user personalization, extension to more complex interfaces, adapt to changing goals, and different tasks.

To model the point-and-click paradigm as a MARL problem, we propose a simulated user agent to learn interaction with a UI for task completion. We model the user agent hierarchically by decomposing decision-making, such as selecting a toolbar item, from motor control actions, such as moving the cursor to a desired menu slot. Targeting human-like behavior in the user agent, we incorporate bounds on cognition and motor control, following Computational Rationality [83]. Concurrently, we train an interface agent. While the goal of the user agent is to reach a goal state, the interface agent aims to change the UI such that the user agent achieves its goal more efficiently (i.e., minimize the number of clicks). The interface agent operates as a single policy aimed at assisting the user agent, for instance, by correctly assigning items to a limited number of slots on a toolbar. The user agent and the interface agent operate in a turn-based manner: the user agent takes an action, and then the interface agent makes an adaptation. This cycle continues until the task is completed (i.e., the state of the UI aligns with user agent’s goal). The user agent and interface agent learn by jointly exploring the UI through trial-and-error. This novel approach enables our data- and heuristic-free method.

To demonstrate the effectiveness of our framework across various tasks and interfaces, we explore five use cases. The first involves customizing a game character using a toolbar, where the interface agent assigns appropriate items to slots. The second case features an adaptive numeric keypad design. In the third task, users build a block tower while the interface agent supplies the necessary blocks. The fourth case deals with selecting objects that are initially out of reach, where the interface agent brings the needed object closer. The final task is a photo editing task in which the interface agent anticipates which part of a hierarchical menu the user wants to use and opens it ahead of time. While these use-cases all involve point-and-click tasks, they cover a broad range of common interface types, from heads-up displays (toolbar and keypad) to world-anchored interfaces (block tower and reaching task), which demonstrates the versatility of our approach in accommodating different tasks and interface designs.

We evaluate our framework in two stages to examine an interface agent’s capability to learn policies that increase actual user performance. In in-silico studies on the character creation task, we find that our interface agent is capable of generalizing to unseen goals. We then evaluate MARLUI on the same task with real participants and compare our framework against several data-driven methods.
baselines. We find that training the interface agent with our simulated user agent enables real humans to reduce the amount of actions necessary compared to previous data-driven frameworks.

In summary, we make three key contributions in this paper:

(1) the first attempt at a multi-agent Reinforcement Learning approach that does not rely on real user data or hand-crafted heuristics to adapt point-and-click user interfaces in real-time.

(2) a hierarchical, cognitively inspired user agent that learns to operate a user interface and enables an interface agent to learn the underlying structure of the task purely by observing the action of the user agent in the UI, and

(3) experimental results from our evaluations that establish the effectiveness of our approach as well as five different use-cases to demonstrate its general applicability for point-and-click tasks.

2 RELATED WORK

This paper proposes multi-agent RL as a framework for adaptive UIs. Our method features a user agent that models human interaction behavior and an interface agent that adapts the UI to support the user agent. Most related to our work is research methods for adaptive UIs, and on computational user modeling.

2.1 Methods for Adaptive UIs

Adaptive UIs aim to automatically and intelligently adapt a UI to guide the user toward completing their task. By dynamically adjusting elements such as layout, content, and functionality, they help the user navigate complex UIs more efficiently. UI adaptation can either be offline, to computationally design an interface, or online, to adapt the UI according to users’ goals. We will focus on online adaptive UIs and refer readers to two survey papers [80, 82] for an overview of computational UI design.

2.1.1 Heuristics, Bayesian Networks & Combinatorial Optimization. In early works, heuristic- or knowledge-based approaches are used to evaluate [81] or adapt the UI [8, 102, 104]. Similarly, multi-agent systems employ rule-based and message-passing approaches [90, 91, 111]. Another popular technique for AUIs is domain-expert-designed Bayesian networks [5, 44]. More recently, combinatorial optimization was used to adapt interfaces dynamically [15, 67, 85]. The downside of these approaches is that experts need to specify user goals using complex rule-based systems or mathematical formulations. Creating them comprehensively and accurately requires developers to foresee all possible user states, which is tedious and requires expert knowledge. Commonly, these approaches also get into conflict when multiple rules or objectives apply. This conflict often results in unintuitive adaptations. Finally, these methods need to be manually recrafted for every change in task or interface. In contrast, our method only requires the layout of the UI and generalizes without manual intervention. From its representation as an RL environment, we learn policies that meaningfully adapt the UI and realistically reproduce user behavior.

2.1.2 Supervised Learning. Leveraging machine learning can overcome the limitations of heuristic-, network-, and optimization-based systems by learning appropriate UI adaptations from user data. Traditional machine learning approaches commonly learn a mapping from user input to UI adaptation. Algorithms like nearest neighbor [62, 73], Naïve Bayes [25, 74], perceptron [99, 100], support vector machines [4], or random forests [75, 87] are used and models are learned offline [4] and online [99]. Due to the problem setting, these approaches require users’ input to be highly predictive of the most appropriate adaptation. Furthermore, it restricts the methods to work in use cases where myopic planning is sufficient, i.e., a single UI adaptation leads users to their goal. In contrast, our
method considers multiple goals when selecting an adaptation and can lead users to their goal using sequences of adaptations.

More recent work overcomes the limitations stemming from simple input-to-adaptation mapping by following a two-step approach. They (1) infer users’ intention based on observations and (2) choose an appropriate adaptation based on the inferred intent [84]. Such work uses neural networks, and user intention is modeled either explicitly [57, 103] or as a low-dimensional latent representation [92]. Furthermore, mixed-initiative settings are used to learn both a user model and an adaptation model [76]. However, these approaches are still highly dependent on training data, which may not even be available for emerging technologies. In contrast, our method does not depend on pre-collected user data and can learn supportive policies just by observing simulated user behavior.

2.1.3 Bandits & Bayesian Optimization. Bandit systems are a probabilistic approach often used in recommender systems [40]. In a multi-armed bandit setting, each adaptation is modeled as an arm with a probability distribution describing the expected reward. The Bayes theorem updates the expectation, given a new observation and prior data. Related work leverages this approach for AUIs [53, 56, 69]. Bayesian optimization is a sample-efficient global optimization method that finds optimal solutions in multi-dimensional spaces by probing a black box function [97]. In the case of AUIs, it is used to find optimal UI adaptations by sampling users’ preferences [58, 59]. Both approaches trade off exploration and exploitation when searching for appropriate adaptations (i.e., exploration finds entirely new solutions, and exploitation improves existing solutions), rendering them suitable approaches to the AUI problem.

However, such methods are not able to plan adaptations over a sequence of interaction steps, i.e., they plan myopic strategies. In addition, these approaches need to sample user feedback to learn or optimize for meaningful adaptations and, hence, also rely on high-fidelity user data. In contrast, our method can plan adaptations over a sequence of interaction steps learned from realistic, simulated user data.

2.1.4 Reinforcement Learning. Reinforcement learning is a natural approach to solving the AUI problem, as its underlying decision-making formalism implicitly captures the closed-loop iterative nature of HCI [46]. It is a generalization of bandits and learns policies for longer horizons, where current actions can influence future states. This generalization enables selecting UI adaptations according to user goals that require multiple interaction steps. Its capability makes RL a powerful approach for AUIs with applications in dialog systems [31, 105], crowdsourcing [21, 47], sequential recommendations [13, 66, 68], information filtering [96], personalization [26, 101, 116], and mixed reality [34, 35]. Similar to our work is a model-based RL method that optimizes menu adaptations [108] or complements the reward function with human feedback [33].

Current RL methods sample predictive models [31, 47, 108] or logged user traces [34]. However, these predictive models and offline traces represent user interactions with non-adaptive interfaces. Introducing an adaptive interface will change user behavior; so-called co-adaptation [42, 72]. Hence, it is unclear if the learned model can choose meaningful adaptations when user behavior changes significantly due to the model’s introduction. In contrast, our user agent learns to interact with the adapted UI; hence, our interface agent learns on behavioral traces from the adapted setting.

2.1.5 Multi-Agent Reinforcement Learning. MARL is a generalization of RL in which multiple agents act, competitively or cooperatively, in a shared environment [115]. Multi-agent systems are common in games [3, 49], robotics [48, 79], or modeling of social dilemmas [63, 114]. MARL is challenging since multiple agents change their behavior as training progresses, making the learning problem non-stationary. Common techniques to address this issue is via implicit [107] or
explicit [29] communication, centralized critic functions [71, 113], or curricula [70, 109]. We take inspiration from the latter and use a curriculum during the training of our agents.

Closest to our work is [22], which proposes a multi-agent system that maps 2D interface trajectories to actions for navigating 3D virtual environments. A user agent learns interactions on a 2D interface. A decoder that is trained on real user data maps the user agent’s actions to 2D touch gestures. A second agent then translates these 2D touch gestures into 3D operations. In their setting, the interface agent does not observe the environment itself but receives the actions of the user agent as its state. Our work extends their setting to the case where the user agent and the interface agent observe and manipulate the same UI. Furthermore, we do not rely on real world user data.

2.2 Computational User Modelling

To optimize and adapt interfaces, a notion of what is a good interface given a context is necessary. Computational user models predict performance and are therefore essential for UI optimization [84]. Early work relies on heuristics [1, 9–11, 55] and on simple mathematical models [28, 43]. More recent work extends these models and, for instance, predicts the operating time for a linear menu [20], gaze patterns [93], or cognitive load [24, 32].

Recently, reinforcement learning gained popularity within the research area of computational user models. This popularity is due to its neurological plausibility [6, 30], allowing it to serve as a model of human cognitive functioning. The underlying assumption of RL in HCI is that users behave rationally within their bounded resources [38, 83]. There is evidence that humans use such strategy across domains, such as in causal reasoning [23] or perception [39]. In human-computer interaction, researchers have leveraged RL to automate the sequence of user actions in a KLM framework [64], to predict fatigue in volumetric movements [12] to automatically evaluate UIs [37, 50]. It was also used to explain search behavior in user interfaces [110] or menus [14] and as a model for multitasking [52]. Most similar to our work is research on hierarchical reinforcement learning for user modeling. Jokinen et al. [51] show that human-like typing can emerge with the help of Fitts’ Law and a gaze model. Other works show that HRL can elicit human-like behavior in task interleaving [36] or touch interactions [51].

Inspired by this line of research, we design our user agent by decomposing high-level decision-making from motor control. We see a unique potential, in that both adaptive interfaces and user models are converging to the use of Reinforcement Learning, making our proposal of using Multi-Agent Reinforcement Learning for the joint training of a user and interface agent a natural continuation of recent work.

3 FRAMEWORK OVERVIEW

We define “adaptation” as the online alteration of an interface given current and past user input to support users in completing their task more efficiently. As such AUIs dynamically assign relevant interactive elements to an interface, thereby decreasing number of decisions and actions users need to take. MARLUI is a framework to create AUIs and can learn adaptive policies, that is neural networks that given an input predict suitable adaptations. MARLUI learns without needing data and only necessitates minimal adjustments to learn these policies for different AUIs. We specifically, assume the users to be Computational Rational [83] to make the problem tractable. In this section, we provide a high-level overview of the workings of our proposed framework. As shown in Fig. 2, MARLUI consists of three main components: a user interface as a shared environment (which gets adapted), a user agent (which learns to interact with the AUI), and an interface agent that learns an adaptation policy. Referencing the game character customization example illustrated in Fig. 1,
we first describe the function of each component individually, followed by an explanation of how MARLUI can support real users.

**User Interface / Shared Environment.** Our approach models UI adaptation as a MARL problem, where an interface agent learns from a simulated user agent’s interactions with a user interface, i.e., the shared environment. In this shared environment, user- and interface agent take actions in a turn-based manner. The user agent performs a point-and-click maneuver, which changes the state of the UI, e.g., altering the clothing of the game character. The interface agent observes the action and the change to the interface and based on that selects a new subset of items to display, e.g., adjusting the clothing items displayed in the toolbar. In turn, the user agent observes this adaptation and takes a new action. This cycle continues till the task is complete, e.g., the desired clothing configuration is reached.

**User Agent.** The user agent aims to achieve its goal as fast as possible. In the context of game character creation, goals might involve selecting specific attributes for a character, such as the color of a shirt or backpack. The user agent can observe the visible parts of the interface, and knows its internal state. Based on these information, the user agent acts on the interface with point-and-click maneuvers, aiming to align the current state of the UI with its goal, e.g., aligning the current- with the desired clothing configuration. By constraining its motor behavior in a physiologically plausible manner, the user agent is bound to exhibit human-like behavior for pointing and selecting items. Through trial and error, the user agent will eventually learn a policy that allows it to realize this alignment.

**Interface Agent.** The interface agent adapts the UI in a turn-based manner to minimize the number of actions the user agent must perform to complete a task. Despite not knowing the user agent’s specific goal, it learns the task structure (i.e., sequence of states) through observing the user agent’s interactions with the UI. It can then learn to select the subset of items that are most relevant to the user agent at its current state, e.g., dynamically populating the toolbar with the clothing items that are most likely to be picked. Through trial and error, it can learn UI adaptation policies without relying on pre-collected user data or predefined heuristics.

**Interaction with Real Users.** By mimicking human-like point-and-click behavior through the user agent, the interface agent can learn to adapt UIs such that it also assist real users in accomplishing the same task. To apply the learned adaptive interface to real users, the setting is changed such that interface agent interacts with the actual users instead of the user agent. In a turn-based fashion, it selects the most relevant next items after each click or selection of the actual user according to what it has learned through interactions with the user agent.

### 4 BACKGROUND

We briefly introduce (multi-agent) reinforcement learning and its underlying decision processes. Specifically, we assume that users behave according to Computational Rationality (CR) [83]. Computational rationality is a framework that models human decision-making as a process of optimal actions with respect to the constraints of the environment, available information, and cognitive resources. It aims to understand how humans can achieve their goals by making the best possible use of their limited cognitive, perceptual, and motor capabilities to reason and make decisions.

The CR assumption allows us to formulate UI interaction as a bounded reward driven problem [83]. From this follows that it can be modeled as an MDP. Since neither the user agent nor the interface agent have access to the full state space (e.g., the interface agent does not know the user’s goal state), it is a partially observable setting and intuitively formulated as a POMDP. A POMDP formulation is common in related work for similar types of problems [14, 34].
4.1 Partially Observable Markov Decision Processes

Partially Observable Markov Decision Processes (POMDP) is a mathematical framework for single-agent decision-making in stochastic partially observable environments [2], which is a generalization over Markov Decision Processes [45]. A POMDP is a seven-tuple \((S, O, A, T, F, R, \gamma)\), where \(S\) is a set of states, \(O\) is set of observations and \(A\) is a set of actions. In POMDPs, the exact states \((s \in S)\) of the evolving environment may or may not be captured fully. Therefore, observations \((o \in O)\) represent the observable states, which may differ from the exact state. \(T : S \times A \times S \to [0, 1]\) is a transition probability function, where \(T(s', a, s)\) is the probability of the transition from state \(s'\) to \(s\) after taking action \(a\). Similarly, \(F : S \times A \times O \to [0, 1]\) is an observation probability function, where \(F(o, a, s')\) is the probability of observing \(o\) while transitioning to \(s'\) after taking action \(a\). \(R : S \times A \to \mathbb{R}\) is the reward function, discounted with factor \(\gamma\).

4.2 Reinforcement Learning

Reinforcement Learning is a machine learning paradigm that rewards desired and penalizes undesired behavior. Generally, an agent observes an environment state and tries to take optimal actions to maximize a numerical reward signal. A key difference with supervised learning is that RL learns through exploration and exploitation rather than from an annotated dataset.

We follow the standard formulation of RL as an MDP [106], but use observations rather than states since the problem we are working on is partially observable. In our setting, the observation space is a subspace of the state space (the interface agent does not have access to the internal state of the user agent), and observations are deterministic: \(F(o, a, s') = 1\). The goal is to find an optimal policy \(\pi : O \to A\), a mapping from observations to actions that maximizes the expected return: \(\mathbb{E} \left[ \sum_{t=0}^{\infty} y^t R(o_t, a_t) \right]\). Since both observation- and action spaces can be high-dimensional, neural networks are used for policy learning (i.e., we approximate the policy as \(\pi_\theta\), where \(\theta\) are the learned parameters).

4.3 Multi-Agent Reinforcement Learning

Standard reinforcement learning formulations building upon MDPs or POMDPs assume a single policy. Stochastic games generalize MDPs for multiple policies [98]. When players do not have
perfect information about the environment, stochastic games become partial observable stochastic games. A partially observable stochastic game is defined as an eight-tuple \((N, S, O, A, T, F, R, \gamma)\), where \(N\) is the number of policies. \(S = S_1 \times \ldots \times S_N\) is a finite set of state sets, and \(O = O_1 \times \ldots \times O_N\) is a finite set of observation sets, with subscripts indicating different policies. \(A = A_1 \times \ldots \times A_N\) is a finite set of action sets. \(T\) is the transition probability function. \(F = F_1 \times \ldots \times F_N\) defines a set of observation probability functions of different players. A set of reward functions is defined as \(R = R_1, \ldots, R_N\). Furthermore, we define a set of policies as \(\Pi = \pi_1, \ldots, \pi_N\). Finally, \(\gamma\) is the discount factor.

All policies have their individual actions, states, observations, and rewards. In this paper, we optimize each policy individually, while the observations are influenced by each other’s actions. We use model-free RL (for comparison to model-based RL, see [88]). This set of algorithms is used in an environment where the underlying dynamics \(T(s', a, s)\) and \(F(o, a, s')\) are unknown, but it can be explored via trial-and-error. In the remainder of this paper, we use the terms state and observation interchangeably.

5 MULTI-AGENT REINFORCEMENT LEARNING FOR ADAPTIVE POINT-AND-CLICK UIS

We first present an outline the model of our user agent, consisting of a high- and low-level policy. Then we present the interface agent (Fig. 2).

5.1 General Task Description

We model tasks to be completed if the user agent achieves their desired goal. For game character creation, a goal can be the desired configuration of a character with a certain shirt (red, green, blue), and backpack (pink, red, blue). We represent the goal as a one-hot vector encoding \(g\) of these attributes. A one-hot vector can be denoted as \(Z^j_2\), where \(j\) is the number of items. For the previous example, \(g\) would be in \(Z^6_2\) as it possesses six distinct items.

Furthermore, the user agent can access an input observation denoted by \(x\), e.g., this can correspond to the current character configuration. The current input observation, \(x\), and the goal state \(g\) are identical in dimension and type.

The user agent interacts with the interface and attempts to match the input observation and goal state as fast as possible, such that \(x = g\). Each interaction updates \(x\) accordingly, and a trial terminates once they are identical. In the character creation example, this would be the case if the shirt and backpack of the edited character are the same as the desired configuration. The interface agent makes online adaptations to the interface. It does not know the specific goal of a user. Instead, it needs to observe user interactions with the interface to learn the underlying task structure that will yield the optimal adaptations, e.g., the user likely wants to configure the shoes after configuring the backpack.

The interface agent learns to adapt the UI to the user agent by maximizing the same expected discounted reward. Specifically, the interface agent learns to infer optimal next adaptations over an infinite horizon by updating implicit probabilities of likely next actions of the user agent, given its current sequence of past actions. As such it does not learn an explicit or implicit goal probability distribution, but a distribution of the most likely next actions of the user agent. An example is to suggest a white and blue shoe to the user agent in the tool, as the user agent has not interacted with the category of shoes thus far (Fig. 1).
5.2 User Agent

The user agent interacts with an environment to achieve a certain goal (e.g., select the intended attributes of a character). The agent tries to accomplish this as fast and accurately as possible, hence it minimizes task completion time. Thus, the user agent first has to compare the goal state and input observation and then plan movements to reach the target. We model the user agent as a hierarchical agent with separate policies for a two-level hierarchy [61]. First, we introduce a high-level decision-making policy $\pi_d$ that computes a target for the agent (high-level decision-making), we approximate visual cost with the help of existing literature [20]. Second, a WHO Model Fitts’-Law-based low-level motor policy $\pi_m$ that decides on a strategy to reach this target. We now explain both policies in more detail.

5.2.1 High-level Decision-Making Policy. The high-level decision-making policy of the hierarchy is responsible to select the next target item in the interface. The overall goal of the policy is to complete a given task while being as fast as possible. Its actions are based on the current observation of the interface, the goal state, and the agent’s current state. More specifically, the high-level state space $S_d$ is defined as:

$$S_d = (p, m, x, g),$$

which comprises: i) the current position of the user agent’s end-effector normalized by the size of the UI, $p \in I^n$ (where $n$ denotes the dimensions, e.g., 2D vs 3D), ii) an encoding of the assignment of each item $m \in Z_{n_i}^{n_l}$, with $n_i$ and $n_l$ being the number of menu items and environment locations, respectively, iii) the current input state $x \in Z_{n_i}^2$, and iv) the goal state $g \in Z_{n_i}^2$. Here, $I$ denotes the unit interval $[0,1]$, and $Z_{n_i}^2$ is the previously described set of integers. The item-location encoding $m$ represents the current state of a UI. It can be used, for instance, to model item-to-slot assignments. The action space $A_D$ is defined as:

$$A_d = t,$$

which indicates the next target slot $t \in N_{n_l}$. The reward for the high-level decision-making policy consists of two weighted terms to trade-off between task completion accuracy and task completion time: i) how different the current input observation $x$ is from the goal state $g$, and ii) the time it takes to execute an action. Therefore, the high-level policy needs to learn how items correlate with the task goal as well as how to interact with any given interface. With this, we define the reward as follows:

$$R_d = \alpha \frac{E_{gd}}{\sum_{i \in x,y}} - (1 - \alpha) \left( T_D + T_M \right) + 1_{\text{success}},$$

where $E_{gd}$ is the difference between the input observation and the goal state, $\alpha$ a weight term, $T_M$ the movement time as an output of the low-level policy, $T_D$ the decision time, and $1_{\text{success}}$ an indicator function that is 1 if the task has been successfully completed and 0 otherwise.

In addition to movement time, we also need to determine the decision time $T_D$. To this end, we are inspired by the SDP model [20]. This model interpolates between an approximated linear visual search-time component and the Hick-Hyman decision time [43], both functions take into account the number of menu items and user parameters.

We define the difference $E_{gd}$ between the input observation $x$ and the goal state $g$ as the number of mismatched attributes:

$$E_{gd} = - \sum_{x \in g, y \in x} \frac{1}{n_{attr}}.$$
where $\mathbb{1}$ is an indicator function that is 1 if $x \neq y$ and else 0, $x$ and $y$ are individual entries in the vectors $g$ and $x$ respectively, and $n_{\text{attr}}$ is the number of attributes (e.g., shirt, backpack, and glasses).

### 5.2.2 Low-Level Motor Control Policy

The low-level motor control policy is a non-learned controller for the end-effector movement. In particular, given a target, it selects the parameters of an endpoint distribution (mean $\mu_p$ and standard deviation $\sigma_p$). We set $\mu_p$ to the center of the target. The target $t$ is the action of the higher-level decision-making policy ($A_D$). Following empirical results [28], we set $\sigma_p$ to $1/6$th of a menu slot width to reach a hitrate of 96%.

Given the current position and the endpoint parameters (mean and standard deviation), we compute the predicted movement time using the Fitts’ Law derived WHo Model [41].

$$T_M = \left( \frac{k}{(\sigma_p/d_p - y_0)^{1-\beta}} \right)^{1/\beta} + T_M^{(0)},$$

where $k$ and $\beta$ are parameters that describe a group of users, $T_M^{(0)}$ is the minimal movement time, and $y_0$ is equal to the minimum standard deviation. The term $d_p$ indicates the traveled distance from the current position to the new target position $\mu_p$. We follow literature for the values of other parameters [41, 51]. We sample a new position from a normal distribution: $p \sim N(\mu_p, \sigma_p)$.

### 5.3 Interface Agent

The interface agent makes discrete changes to the UI to maximize the performance of the user agent. In our running example of character customization, it assigns items to a toolbar to simplify their selection for the user agent. Unlike the user agent, we model the interface agent as a flat RL policy. The state space $S_I$ of the interface agent is defined as:

$$S_I = (p, x, m, o),$$

which includes: i) the position of the user $p \in I^2$, ii) the input observation $x \in \mathbb{Z}^{n_i}$, iii) the current state of the UI $m \in \mathbb{Z}_2^{n_i \times n_s}$, and iv) a vector including the history of interface elements the user agent interacted with (commonly referred to as stacking). The action space $A_I \in \mathbb{Z}$ and its dimensionality is application-specific. The goal of the interface agent is to support the user agent. Therefore, the reward of the interface agent is directly coupled to the performance of the user agent. We define the reward of the interface agent to be the reward of the user agent’s high-level policy:

$$R_I = R_D.$$

Note that the interface agent does not have access to the user agent’s goal $g$ or target $t$. To accomplish its task, the interface agent needs to learn to help the user agent based on an implicit understanding of i) the objective of the user agent, and ii) the underlying task structure. Our setting allows the interface agent to gain this understanding solely by observing the changes in the interface as the result of the user agent’s actions. This makes the problem more challenging but also more realistic.

The interface agent learns an implicit distribution of possible goals, and by observing the user agent it narrows down the distribution over goals. At every time step the interface agent suggests the items that are most likely needed, given the goal distribution.

### 6 IMPLEMENTATION

We train the user and interface agent’s policies simultaneously in a shared environment (the AUI). All policies receive an independent reward, and the actions of the policies influence a shared environment. We execute actions in the following order: (1) the interface agent’s action, (2) the
Fig. 3. In our proposed task the interface agent and the user agent interact in a turn-based manner, in which the user (agent) matches a game character selection to a target state (1). First, the user operates a toolbar with three slots (2). Second, The interface agent assigns the most relevant items to the available slots (3). Finally, This cycle continues till the two characters match (4).

user agent’s high-level action, followed by (3) the user agent’s low-level motor action. The reward for the two learned policies is computed after the low-level motor action has been executed. The episode is terminated when the user agent has either completed the task or exceeded a time limit.

We implement our framework in Python 3.8 using RLLIB [65] and Gym [7]. We use PPO [95, 112] to train our policies. We use 3 cores on an Intel(R) Xeon(R) CPU @ 2.60GHz during training and an NVIDIA TITAN Xp GPU. Training takes ~36 hours. The user agent’s high-level decision-making policy \( \pi_d \) is a 3-layer MLP with 512 neurons per layer and ReLU activation functions. The interface agent’s policy \( \pi_I \) is a two-layer network with 256 neurons per layer and ReLU activation functions. We sample the full state initialization (including goal) from a uniform distribution. We use stochastic sampling for our exploration-exploitation trade-off.

We use curriculum learning to increase the task difficulty and improve learnability. Specifically, we adjust the difficulty level every time a criteria has been met by increasing the mean number of initial attribute differences. More initial attribute differences result in longer action sequences and are therefore more complex to learn. We increase the mean by 0.01 every time the successful completion rate is above 90% and the last level up was at least 10 epochs away.

We randomly sample the number of attribute differences from a normal distribution with standard deviation 1, normalize the sampled number into the range \([1, n_a]\) and round it to the nearest integer, where \(n_a\) is the number of attributes of a setting (in the case of game character \(n_a = 5\)).

7 EVALUATION

MARLUI aims to learn UI adaptations from simulated users that can support real users in the same task. Specifically, we want our framework to produce AUIs that are competitive with baselines that require carefully collected real user data. In this section, we evaluate if our approach achieves this goal. Thus, we first conduct an \(in silico\) study to analyze how the interface agent and the user agent solve the UI adaptation problem in simulation. Then, we conduct a \(user\) study to investigate if policies of the interface agent that were learned in simulation benefit real users in terms of number of actions needed to complete a task.
### 7.1 Task & Environment

To conduct the evaluation, we introduce the character-creation task (see Fig. 3). In this task, a user creates a virtual reality game character by changing its attributes. A character has five distinct attributes with three items per attribute: i) shoes (red, blue, white), ii) shirt (orange, red, blue), iii) glasses (reading, goggles, diving), iv) backpack (pink, blue, red), and v) dance (hip hop, break, silly). The characters’ attribute states are limited to one per attribute, i.e., the character cannot be dancing hip hop and break simultaneously. This leads to a total of 15 attribute items and 243 character configurations. We sample the goal uniformly from the different configurations.

The game character’s attributes can be changed by selecting the corresponding items in a toolbar-like menu with three slots. The user can cycle through the items by selecting "Next." The static version of the interface has all items of an attribute assigned to the three slots, and every attribute has its own page (e.g., all shoes, if the user presses next, all backpacks). The character’s attribute states correspond to the current input state $x$ and the target state $g$, where $g$ is only known to the user agent. The goal of the interface agent is to reduce the number of clicks necessary to change an attribute, by assigning the relevant items to the available menu slots. For the user agent, the higher level selects a target slot, and the lower level moves to the corresponding location.

### 7.2 In Silico

![Graph showing completion rate and actions per task](image)

**Fig. 4.** We train our agent till convergence. Left: the fraction of successfully completed episodes per epoch. Ours and Static reach a 100% successful completion rate. Random does not converge. Right: The number of actions needed on average during a successful episode. Our framework needs less actions compared to Static and Random.

![Graph showing fraction of successfully completed episodes as function of the fraction of the total number of goals](image)

**Fig. 5.** The fraction of successfully completed episodes as function of the fraction of the total number of goals. The graph shows that it is sufficient to see half of the goals to learn policies that generalize to all goals.

*Training.* We evaluate the training of our framework against a static and a random interface. In the random interface, items are randomly assigned to the slots. Our method would perform on par, or worse, with random if it was incapable of learning. Hence, the random baseline provides a lower bound for performance. The static baseline has no adaptations, allowing us to evaluate the general effectiveness of our adaptive interface. For most tasks, a task-specific heuristic could be found that presents an upper baseline. However, this has to be designed specifically for each task. On the other hand, our goal is to provide a general framework that works across tasks with minimal changes to the reward function and observation spaces.

Figure 4 shows the user agent’s task completion rate and number of actions per task of all three interfaces during training. Ours and the static baseline converge, whereas the random baseline...
Fig. 6. With our framework, multiple relevant items can be assigned simultaneously; yet the user can only select one (left). Depending on the user’s action (top: select backpack, bottom: select glasses), other item gets assigned later (top: shoes, bottom: backpack). Note that the user has not selected any backpack in those two actions. This shows that our framework actively adapts to user input.

does not. Furthermore, the mean number of actions of ours is lower than the mean of the static interface.

Generalization to unseen goals. To understand how well our approach can generalize to unseen goals, we ablate the fraction of goals the agents have access to during training. We then evaluate the learned policies against the full set of goals, which is defined as all possible combinations of character attributes. The results are presented in Figure 5. We find that having access to roughly half of the goals is sufficient to not impact the results. This indicates that our approach generalizes to unseen goals of the same set for this task.

Understanding policy behavior. We qualitatively analyzed the learned policies of our interface agent to understand how it supports the user agent in its task. In Figure 6, we show a snapshot of two sequences with identical initialization. To reach the target character configuration, the user agent can either select the blue bag or the purple glasses (both are needed). Depending on which item the user selects at this time step, the interface agent proposes different suggestions in subsequent steps. For instance, it might happen that the interface agent suggest two relevant items; while the user can only select a single on. As example, the blue backpack the user did not select initially (Figure 6, bottom) gets suggested again later; as the user has not selected a single backpack during the interaction cycle. This behavior shows that the interface agent implicitly reasons about the attribute that the user intends to select based on previous interactions. In short, the interface agent learns to suggest items that the user is not wearing, or that the user has not interacted with.

7.3 User Study

Our goal was to create a user agent whose behavior resembles that of real users, so the interface agent can support them in the same task. To this end, we evaluated the sim-to-real transfer capabilities of our framework by conducting a user study where the interface agent interacted with participants instead of the user agent.

7.3.1 Baselines. We compared our framework to two supervised learning approaches and the static interface (see Sec. 7.1). In line with previous work [34], we used a Support Vector Machine (SVM) with a Radial basis function (RBF) kernel as a baseline. It represents a direct competitor to
Fig. 7. The average number of actions (left) and the task completion time (right) participants needed to finish the tasks of our user study, plotted with the 95% confidence interval. We compare Ours against Static, and an SVM. Our approach outperforms both baselines on the number of actions. Averaged over all participants and all trials.

our approach, as it generalizes on a method level. However, it needs data recollection for every interface and task.

We used the implementations of scikit-learn [86] and optimized the hyperparameters for performance. The feature vector of the baseline was identical to that of our framework. The baseline learned the probability with which a user will select a certain character attribute next. We assigned the three attributes with the highest probability to the menu slots. Note that we did not consider “Next” to be an item.

Dataset. We collected data from 6 participants to train the supervised baselines. These participants did not take part in the user study. They interacted with the static interface, which resulted in a dataset with over 3000 logged interactions. We saw that the SVM performance saturates when increasing to more than 2700 data points and reached around 91% top-3 classification accuracy (i.e., the percentage of how often the users’ selected item was in the top three of the SVM output) on a test set. Furthermore, we found that the baseline generalize well to unseen participants (again through cross-validation). We used all data points for the final model.

Metrics. We used two metrics (dependent variables) to evaluate our approach.

1. **Number of Actions**: the number of clicks a user needed to complete a task, which is a direct measure of user efficiency [10].

2. **Task Completion Time**: the total time a user needed to complete a task.

7.3.2 Procedure. Participants interacted with the interface agent and the two baselines. The three settings were counterbalanced with a Latin square design, and the participants completed 30 trials per setting. In each condition, we discarded the first six trials for training. The participants were instructed to solve the task as fast as possible while reducing the number of redundant actions. They were allowed to rest in-between trials. We ensured that the number of initial attribute differences (IAD), which refers to the number of clothing attributes that differ between the current selection and the target at the start of a trial, was uniformly distributed within the participant’s trials. Participants used an Oculus Quest 2 with its controller.

We recruited 12 participants from staff and students of an institution of higher education (10 male, 2 female, aged between 23 and 33). All participants were right-handed and had a normal or correct-to-normal vision. On average, they needed between 35 to 40 minutes to complete the study.
were found. We argue that this could be due to real users being more familiar with the ordering of

7.4 Discussion
To analyze if our multi-agent framework is competitive with a baseline that requires carefully
approaches for creating adaptive user interfaces.

Participants needed on average 3.34 actions to complete a task with our framework, compared to 5.73, and 3.87 for the static, and SVM baselines respectively. The normality and sphericity were not violated. We performed a repeated-measures ANOVA. We found a significant effect on method (F(2, 22) = 209.68, p < .001). With a holm-corrected post-hoc we find that both the SVM and Ours significantly outperform the static interface (both p < .001) in terms of number of actions. We also find that ours significantly outperforms the SVM (p = 0.006).

It is important to decompose the results per initial attribute difference. This is crucial because a task with a single IAD is expected to be shorter in duration than tasks with multiple IADs. We report the values in Table 1. Using a repeated-measures ANOVA, we found a significant effect (F(8, 0.25) = 35.537, p < .001) on the interaction between the approach and the IAD. We limited our analysis to scenarios where the interaction involves "Ours" and only considered scenarios where the IADs between the methods were identical (i.e., we do not discuss, for example, the SVM with five initial attribute differences versus the static method with a single difference). Our findings from a Holm-corrected post-hoc analysis showed no difference between the static baseline and the other approach for a single initial attribute difference (all p = 1.00) and a significant difference for more than one IAD (all p < .001). When comparing the SVM versus our method, we found no difference for one IAD (p = 1.00) or for five (p = 0.26); for all other cases, a difference was found (all p < .001). We observed that the interface agent’s strategy, which groups similar category items (e.g., showcasing pink and blue backpacks if the character has a red one cf. Fig. 6), increases the chance of selecting a useful item. However, this strategy doesn’t apply when all attributes need changing.

When looking at the task completion time, participants using our framework needed 12.14 seconds to complete the task. The completion time was 12.36 for the static interface and 12.71 for the SVM. The task completion time was normally distributed (Shapiro-Wilk p > 0.05). We found no significant difference in overall task completion time with a Greenhouse-Geisser (for sphericity corrected repeated-measures ANOVA (F(1.568, 17.243) = 0.86, p = 0.42). This could be, because despite requiring more action for a static baseline, the participants formed a strategy.

7.3.3 Results. We present a summary of our results in Figure 7. We analyzed the effect of conditions on the performance of participants with respect to the number of actions and task completion time.

Table 1. User study result reported by IAD and method (Mean ± SD).

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heuristic</td>
<td>1.708 ± 0.396</td>
<td>3.889 ± 0.451</td>
<td>6.139 ± 0.797</td>
<td>7.903 ± 0.845</td>
<td>9.000 ± 0.000</td>
</tr>
<tr>
<td>SVM</td>
<td>1.456 ± 0.219</td>
<td>3.747 ± 0.515</td>
<td>4.607 ± 0.174</td>
<td>5.439 ± 0.259</td>
<td>5.827 ± 0.389</td>
</tr>
<tr>
<td>Our</td>
<td>1.625 ± 0.569</td>
<td><strong>2.036 ± 0.297</strong></td>
<td><strong>3.281 ± 0.657</strong></td>
<td><strong>4.719 ± 0.613</strong></td>
<td>5.311 ± 0.186</td>
</tr>
</tbody>
</table>

We found that ours significantly outperforms the SVM (p = 0.001) for one IAD (p = 0.001), and a significant difference (all p < .05) in terms of number of actions. We also

To analyze if our multi-agent framework is competitive with a baseline that requires carefully collected real user data, we compared it against a supervised SVM. We did not find significant differences between the two approaches in the task performance metrics of the number of actions and task completion time. This suggests that our approach is a competitive alternative to data-driven approaches for creating adaptive user interfaces.

The adaptive approaches significantly reduce the number of actions necessary to complete the task compared to the static interface. However, no significant differences in task completion times were found. We argue that this could be due to real users being more familiar with the ordering of
Fig. 8. Adaptive keypad: the user agent is asked to enter a randomly initialized price by using a keypad (1). The interface agent selects from three pre-designed different widgets either a normal keypad, a digits-only keypad or a non-digits-only keypad. The user agent selects a button of the chosen widget. The task ends when the user agent presses enter (4).

items in the static interface that is kept constant across trials. This familiarity is not captured by our current cognitive model or incentivized in the reward function. In future work, we will model familiarity and investigate its effect on task completion time.

We have shown qualitatively that our interface agent learns to take previous user actions into account. This characteristic is core to meaningful adaptations. At the moment, our agent’s capabilities are limited by the size of the stack. In the future, recurrent approaches such as LSTM could be investigated to overcome this limitation.

Furthermore, we presented evidence that our framework can generalize to goals that were not seen during training. It is important to mention that the results of this experiment are subject to its task and that seen and unseen goals are from the same distribution. Nevertheless, the study provides first indications that our approach generalizes to applications where not all users’ goals might not always be encountered during training.

8 APPLICATION TO DIFFERENT INTERFACES AND TASKS

To demonstrate the versatility of our framework, we introduce four additional point-and-click interfaces to demonstrate how our approach generalizes to different scenarios. Every scenario offers a distinct adaption, task, and interface. Our method requires minimal to no adaptations for the different scenarios (i.e., mostly a change in the dimensions of the observation and action spaces). We showcase both 2D interfaces as well as Mixed Reality interfaces. We show how the interface agent selects from a set of pre-designed UI widgets, hand user’s the correct blocks when building a tower, move out-of-reach items closer, and make hierarchical menus more efficient during photo editing.

Please refer to our supplementary video for visual demonstrations of the tasks. Due to the diverse nature of use cases, we will report either number of clicks or task completion time as success metric. All scenarios are showcased through the interaction of a real user with a trained interface agent. The numerical results are obtain in simulation.

8.1 Number Entry

We introduce a price entry task on a keypad. The interface agent selects a widget from a pre-designed set. We show that our approach can support applications requiring users to issue command sequences and provide meaningful help given a user’s progress in the task (see Fig. 8). The task assumes a setting where the simulated user must enter a product price between 10.00 and 99.99. To complete the task, the user agent has to enter the first two digits, the decimal point, the second two
digits, and then press enter. The interface agent can select one of three different interface layouts: i) a standard keypad, ii) a keypad with only digits and iii) a widget with only the decimal point and the enter key.

The goal difference penalty (Eq. 3) in this case is based on whether the current price $x$ matches the target price $g$:

$$E_{gd} = -\sum_t 1_{x_t \neq g_t},$$

(8)

where $1$ is an indicator that is 1 if $x_t \neq g_t$ and 0 otherwise, and $t$ is the current timestep. Every time a button is hit, $t$ increases by 1. This is similar to the penalty in all other tasks. However, it considers that the order of the entries matters. On average, the user agent needs 4.0 seconds to complete the task in cooperation with the interface agent, compared to 4.9 seconds when using a static keypad. The number of clicks is identical, since the full task can be solved on the standard keypad.

Qualitative Policy Inspection. We observe that the interface agent learns to select the UI that has the biggest buttons for an expected number entry (e.g., only digits or only non-digits). From this we can conclude that the interface agent implicitly learns the concept of Fitt's law and prioritizes larger buttons where appropriate.

8.2 Block Building

The second scenario is a block-building task (Fig. 9) where the user constructs various castle-like structures from blocks. Compared to the game character task, only the dimensionality of the observation and action space needs to be changed. It can choose between 4 blocks (wall, gate, tower, roof) and a delete button. The agent needs to move the hand to a staging place for the blocks (see Figure 9) and then place the block in the corresponding location. The block cannot be placed in the air, i.e., it always needs another block on the floor below. The interface agent suggests a next block every time the user places a block. However, the user can put the block down, in case it is unsuitable. An action is picking or placing a block.

This task represents a subset of tasks that do not have a Heads-Up-Display-like UI to interact with, but are situated directly in the virtual world. This is a common interactive experience of AR/VR systems. The user needs on average 1.1 actions with our framework, compared to 2.0 actions without the interface agent. Thus 1.1 indicates that the interface agent suggests the correct next block, most of the time.

Qualitative Policy Inspection. We observe that the policy learns to always suggest a block that is usable given the current state of the tower. This indicates that the policy has an implicit understanding of the order of blocks and can distinguish between those belonging to the foundation versus the upper parts of a tower.

8.3 Out-of-reach Item Grabbing

In the third usage scenario, the user needs to use their hand to grab an object that is initially out of reach. Thus, the interface agent needs to move an object within reach of the user, which can then grab it. The interface agent observes the location of the user's hand. The task environment includes several objects. Uniquely, in this scenario the user and the interface agent are forced to collaborate to select the correct target object and complete the task (see Figure 10); as it is impossible for the user agent to complete the task on its own. Compared to the game character task, only the dimensionality of the observation and action space needs to be changed.

In this use case, we changed the lower level of our user to learn motor control with RL instead of using the Fitts-Law-based motor controller. This highlights the modularity of our approach and can
In initialization, the user places the first block. The interface agent suggests the next block to place. This is repeated till the castle is built.

---

Out-of-reach object grabbing: the user agent attempts to grab a specific object, that is initially out of reach, in a space containing multiple objects. The user agent learned to move towards an object to indicate its intention to grab it. Based on that, the interface agent learned to move the intended object within the user agent’s reach. The user agent then grabs the object to finish the task.

---

Qualitative Policy Inspection. We find that the policy selects objects positioned in the direction of the user’s arm movement rather than the closest ones. This indicates that the policy implicitly learns the correlation between directionality of movement and intent.

8.4 2D Hierarchical Menu

In this task, a user edits a photo by changing its attributes. A photo has five distinct attributes with three states per attribute: i) filter (color, sepia, gray), ii) text (none, Lorem, Ipsum), iii) sticker (none, unicorn, cactus), iv) size (small, medium large), and v) orientation (original, flipped horizontal, and vertical). The photo’s attribute states are limited to one per attribute, i.e., the photo cannot
be in grayscale and color simultaneously. This leads to a total of 15 attribute states and 243 photo configurations.

The graphical interface is a hierarchical menu, where each attribute is a top-level menu entry, and each attribute state is in the corresponding submenu. By clicking a top-level menu, the submenu expands and thus becomes visible and selectable. Only one menu can be expanded at any given time.

The photo attribute states correspond to the current input state and the target state. The interface agent selects an attribute menu to open. Its goal is to reduce the number of clicks necessary to change an attribute, e.g., from two user interactions (filter->color) to one (color). For the *user agent*, the higher level selects a target slot, and the lower level moves to the corresponding location.

**Qualitative Policy Inspection.** We observe that the interface agent intelligently decides which submenu to open next. We notice that this is never a menu the user recently interacted with as the probability of having to change, e.g., the color twice in a row is minimal and only a result of errors.

## 9 LIMITATIONS & FUTURE WORK

MARLUI models the interaction with point-and-click adaptive interfaces as a multi-agent cooperative game by teaching a simulated user agent and an interface agent to cooperate. Learned policies of the interface agent have shown their capability to effectively assist real users. Demonstrating our approach in a wide variety of use cases is a first step towards general methods that are not tied to specific applications nor dependent on manually crafted rules or offline user data collection. However, there are limitations that require further research.

In this work, we have focused on point-and-click interfaces. However, it would be interesting to extend the user agent to model other interaction paradigms. By enhancing our user agent to replicate behavior for other interaction types than clicking, we could extend the possible use cases that MARLUI can support. For example, research has shown that gaze-based selection, similar to cursor movement, follows Fitts’ Law [94]. Furthermore, similar concepts can also be applied to human-robot interactions, such as using simulated humans to train human-robot handshakes or human-to-robot handovers [16, 18, 19].

Moreover, user goals can change during human-computer interaction, particularly in creative tasks where users constantly adjust their objective based on intermediate results. This presents challenges for standard RL approaches, which assume goals to remain stationary. Future research on MARL for AUs needs to focus on finding strategies to easily adapt trained interfaces to changing or new user goals. This is required to establish more robust and flexible adaptive interfaces that can support real-world use cases.
We have demonstrated that our formulation solves problems with up to 5 billion possible states, as in the character creation application (Sec. 7.1). However, the complexity of the problem grows exponentially with the number of states. This makes it challenging for MARLUI to scale to interfaces with even larger state spaces. To overcome this, we could explore different input modalities, such as representing the state of the UI as an image instead of using one-hot encoding. This approach is similar to work on RL agents playing video games [77], which showed that image representations can effectively cope with large state spaces.

We have shown that the simulated user agent’s behavior was sufficiently human-like to enable the interface agent to learn helpful policies that transfer to real users. The interface agent’s performance is inherently limited by the user agent. Therefore, increasing realism in the model of the simulated user is an interesting future research direction, for instance, modeling human-like search [14] or motor control with a biomechanical model [27]. Along similar lines, our work helps with the creation of policies that adapt interfaces given user interactions. However, it does not adapt to the user themselves (e.g., different levels of expertise). Such personalization is an interesting direction for future research.

Our framework has theoretical appeal because it provides a plausible model of the bilateral nature of AUIs: the adaptation depends on the user, whereas also the user action depends on the adaptation. Modeling this unilaterally as in supervised learning does not reflect reality well. Related to ongoing research [78], we believe that future work can leverage our framework to gain a better theoretical understanding of how users interact with a UI. Our setup has the potential to scale to multiple users with different skills and intentions. This could lead to bespoke assistive UIs for users with specific needs or UIs for users with specific expertise levels.

Finally, our proposed framework enables adaptive policies for different point-and-click tasks and interfaces. We have shown how our framework produces policies that support users in a variety of these interfaces and tasks. Building on this, future work can investigate the transition from framework to developer tool. Tools that enable developers to use our framework easily and consistently will streamline the development process of AUIs.

10 CONCLUSION
The question addressed in this paper is whether it is possible to develop a general framework for point-and-click AUIs that does not depend on task-specific heuristics or data to generate policies offline. To this end, we have introduced MARLUI, a multi-agent reinforcement learning approach. Our method features a user agent and an interface agent. The user agent aims to achieve a task-dependent goal as quickly as possible, while the interface agent learns the underlying task structure by observing the interactions between the user agent and the UI. Since the user agent is RL-based and thus learns through trial-and-error interactions with the interface, it does not require real user data. We have evaluated our approach in simulation and with participants, by replacing the user agent with real users, across five different interfaces and various underlying task structures. The tasks ranged from assigning items to a toolbar, handing out-of-reach objects to the user, selecting the best-performing interface, providing the correct object to the user, and enabling more efficient interaction with a hierarchical menu. Results show that our framework enables the development of AUIs with minimal adjustments while being able to assist real users in their task. We believe that MARLUI, and a multi-agent perspective in general, is a promising step towards tools for developing adaptive interfaces, thereby reducing the overhead of developing adaptive strategies on an interface- and task-specific basis.
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A LEARNED LOWER LEVEL

We detail how to learn the low-level motor policy. The low-level policy needs to learn i) the coordinates and dimensions of menu slots, ii) an optimal speed-accuracy trade-off given a target slot, and its current position.

To prevent the low-level motor control policy from correcting wrong high-level decisions and to increase general performance, we limit the state space $S_M$ to strictly necessary elements with respect to the motor control task [17]:

$$S_M = (p, t),$$

(9)

with the current position $p \in I^2$, the target slot $t \in \mathbb{Z}^{rs}_2$.

The action space $A_M$ is defined as follows:

$$A_M = (\mu_p, \sigma_p).$$

(10)

It consists of $\mu_p \in I^2$ and $\sigma_p \in I$, i.e., the mean and standard deviation which describes the endpoint distribution in the unit interval. We scale the standard deviation linearly between a min and max value where the minimum value is the size of normalized pixel width and the max value is empirically chosen to be 15% of the screen width. Once an action is taken, we sample a new end-effector position from a normal distribution: $p \sim \mathcal{N}(\mu_p, \sigma_p)$.

Given the predicted actions, we compute the expected movement time via the WHo model [41], similar to our non-learned low-level motor control policy in the main paper.

The reward for the low-level motor control policy is based on the motoric speed-accuracy trade-off. Specifically, we penalize: i) missing the target supplied by the high-level ($\neg h$), and ii) the movement time ($T_M$). Furthermore, we add a penalty iii) which amounts to the squared Euclidean distance between the center of the target $t$ and $\mu_p$. This incentivizes the policy to hit the desired target in the correct location. Since the penalty only considers the desired point $\mu_p$, it will not impact the speed-accuracy trade-off (which is a function of $\sigma_p$). The total reward is defined as follows:

$$R_M = \lambda(\neg h) - (1 - \lambda) T_M - \beta ||\mu_p - \mu_t||_2^2,$$

(11)

where $\neg h$ equals 0 when the target button is hit and $-1$ on a miss. A hit occurs when the newly sampled user position $p$ is within the target $t$, while a miss happens if the user position is outside of the target. $\lambda$ is a speed-accuracy trade-off weight and $\beta$ is a small scalar weight to help with learning.