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Figure 1: Quadrotor camera tools generate trajectories based on user-specified keyframes. Existing tools interpolate keyframes
to frame camera targets. This can lead to visually unappealing results. Top row: existing tools cause the target object (the tower)
to be featured at varying screen positions during the duration of the video. Bottom row: our method optimizes the camera pose
such that the tower is positioned according to videographic compositional rules and and it is entirely visible throughout the
shot (illustrative example).

ABSTRACT
To create aesthetically pleasing aerial footage, the correct framing
of camera targets is crucial. However, current quadrotor camera
tools do not consider the 3D extent of actual camera targets in their
optimization schemes and simply interpolate between keyframes
when generating a trajectory. This can yield videos with aestheti-
cally unpleasing target framing. In this paper, we propose a target
framing algorithm that optimizes the quadrotor camera pose such
that targets are positioned at desirable screen locations according to
videographic compositional rules and entirely visible throughout a
shot. Camera targets are identified using a semi-automatic pipeline
which leverages a deep-learning-based visual saliency model. A
large-scale perceptual study (N≈500) shows that our method en-
ables users to produce shots with a target framing that is closer to
what they intended to create and more or as aesthetically pleasing
than with the previous state of the art.
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1 INTRODUCTION
The framing of landmarks is an important factor in the visual qual-
ity of scenic aerial video shots [18]. Professional videographers
emphasize that during flight, it is necessary to continuously control
and fine-tune the framing of a camera target, precisely positioning
it on the image plane of the video, in order to create desired com-
positional effects (e.g., a simultaneously moving foreground and
background, see [video]). Similarly, literature of cinematography
highlights the importance of target framing for creating visually
appealing cinematographic compositions [2].

Quadrotor camera tools have been proposed to bring the creation
of aerial videos to end-users [17, 25]. These tools allow users to
design videos by specifying keyframes in a realistic virtual envi-
ronment (e.g., Google Earth), using them as references to generate
physically feasible trajectories. Trajectories can then be previewed
in these tools and executedwith a robot in the real world. Extensions
have been proposed that provide users with optimization-based
support for parts of the design process that are difficult to conduct,
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such as designing flight plans that are physically feasible [37] or
feature globally smooth and visually appealing camera motion [19].

However, no existing design tool computationally supports users
in framing camera targets. Previous approaches [18, 19] simply in-
terpolate camera angles between keyframes. Other methods [17,
26, 37] frame targets by optimizing the camera pose such that its
center forward vector points towards a look-at position trajectory.
Look-at trajectories are constructed by interpolating the intersec-
tions of the center rays of user-specified keyframes with the virtual
environment of the tool. Both types of approaches do not consider
the 3D extent of actual camera targets in their optimization formu-
lation. As a result, these approaches cannot constrain the image
space position of camera targets between keyframes. This results
in target objects that move freely in the video’s image plane, po-
tentially causing visually unappealing aerial videos. Furthermore,
existing approaches cannot optimize trajectories such that camera
targets adhere to specific screen locations. However, positioning
targets at desirable image space locations constitutes aesthetically
pleasing framing [2].

Figure 1 illustrates this problem (top row). A novice user sets
two keyframes that capture the intended target, the tower’s upper
part, at undesirable image space positions. Both keyframes show
the tower in a tilted orientation aligned at random positions on
the screen. State-of-the-art methods leave these keyframes unad-
justed and allow image space positions to be unconstrained between
keyframes when generating a trajectory. This causes the video to
depict the tower on various screen positions throughout the video,
even cutting it off in parts.

In this paper, we tackle this problem by supporting users in
the creation of aesthetically pleasing target framing. We propose a
pipeline to identify landmarks of interest from coarse user input and
an optimization formulation to generate trajectories such that target
objects are continuously framed at desirable screen positions. Using
our approach on the same input of the tower shot produces a video
where the target is entirely visible through out the shot and aligned
between keyframes (see bottom row, Figure 1). In addition, user’s
target framing is corrected to adhere to videographic compositional
rules (e.g., Rule of Thirds in keyframe 2).

To achieve this behavior, we extend the approach by Gebhardt et
al. [19] to optimize the camera pose according to image space con-
straints on the reprojected screen position of camera targets. More
specifically, we propose an objective term that corrects the target
position in the image space to align with desirable screen positions
as defined by videographic compositional rules, e.g., Rule of Thirds
[41]. Between keyframes, our approach constraints the movement
of camera targets in the image space throughout the shot. To ensure
that a generated target framing follows the user intent, optimized
target screen positions are snapped to the compositional rule that
is closest to user-specified target screen locations. Furthermore,
we introduce a cost term which ensures that the entire camera
target is visible during the duration of the video. This is achieved
by optimizing the camera pose such that a target is always located
within the extended camera frustum. The algorithm is formulated
as well-behaved non-convex problem.

Our second contribution is a semi-automatic camera target iden-
tification pipeline. The pipeline leverages a deep-learning-based
visual saliency model [28] to estimate a likely 2D bounding box

of a camera target. The estimated area can be refined by the user
if desired. Using ray casting and a point cloud clustering method,
3D camera targets are identified based on the bounding boxes and
incorporated into the optimization problem.

We demonstrate the benefit of our method in a large-scale per-
ceptual study (𝑁 ≈ 500). Results show that viewers consider videos
generated with our method to better match videographers’ intent.
Furthermore, they feature a target framing that is more or as aes-
thetically pleasing than the framing of videos generated with the
state of the art. In addition, we show the positive effect of our
method on visual quality in simulated and real-world aerial videos.

In summary, we contribute: (i) an optimization formulation that
adjusts user-specified keyframes to feature camera targets at de-
sirable image space positions and constraints their screen position
between keyframes, (ii) an additional objective term that ensures
targets to be in the field of view of the camera throughout the shot,
(iii) a semi-automatic pipeline that identifies the 3D camera targets
that users intend to capture from their specified keyframes, and (iv)
the empirical evidence that our approach improves the perceived
visual quality of end-user-designed aerial videos.

2 RELATEDWORK
Camera Control in Virtual Environments: Camera placement [30]

and motion planning [29, 44] have been studied extensively in vir-
tual environments [9]. A recent work uses a deep learning approach
to learn automated camera control from real film sequences [24].
These works share our goal of assisting users in the creation of cam-
era motion and introduced the idea to define viewing constraints in
image space (c.f., [13, 20, 31, 32]). Similarly, several works propose
systems that support users in the creation of virtual film by provid-
ing information about cinematographic rule violations [10] or by
taking users’ high-level description of the film they intend to create
and generating a video that adheres to their specifications as well
as cinematographic conventions [4, 14]. However, it is important
to consider that virtual environments are not limited by real-world
physics or robot constraints and thus can produce arbitrary camera
paths that are potentially not executable with a quadrotor.

Real-time Aerial Videography in Dynamic Scenes: Recently, sev-
eral works address the generation of quadrotor camera trajectories
in real-time to record dynamic scenes. Rousseau et al. [38] and
Sabetghadam et al. [39] propose Model Predictive Control (MPC)
approaches to follow a target and Poiesi and Cavallaro [36] in-
troduced a particle swarm method that captures a moving target
with multiple quadrotors. However, these works do not optimize a
target’s image space position. Galvane et al. [15, 16] and Joubert
et al. [25] plan camera motion in a lower dimensional subspace
considering quadrotor to target orientation and target positioning
in image space. Similarly, Nägeli et al. [34] use an MPC to optimize
visibility and position on the screen of camera targets, subject to ro-
bot constraints for a single quadrotor. The authors extend this work
for multiple drones and allow actor-driven tracking on a geometric
path using a Model Predictive Contour Control (MPCC) approach
[35]. Ashtari et al. [3] expand the capability of such controllers by
proposing a quadrotor model that enables subjective first-person-
view shots, normally attained with steadicams or shoulder rigs. All
of these works assume the camera targets to be known. In contrast,
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Figure 2: Schematic illustration of the difference between existing target framing approaches that (a) interpolate angles be-
tween keyframes [18, 19] or (b) the intersections of keyframe center rays with the environment [26, 37] and (c) our method
that considers the actual position of a target in the optimization scheme and generates trajectories that ensure that the target
is featured at desirable image space positions and that the target is visible through the entire shot (by being located within the
extended camera frustum).

we propose a semi-automatic approach that identifies camera tar-
gets in a scene from sparse user input. Furthermore, we introduce a
cost term that ensures that targets are not cropped but fully visible
through the entire shot.

In addition, several different learning-based approaches have
been proposed. Gschwindt et al. [21] develop a Reinforcement
Learning approach that learns to automatically chose aesthetically
favorable view points depending on a camera’s position with re-
spect to a moving human in simulation. Bonatti et al. [5, 6] and
Huang et al. [22] propose pipelines that enable the autonomous
capturing of videos of a single moving target. Their methods auto-
matically detect the target and generate trajectories that smoothly
follow it while avoiding collisions and preserving artistic guidelines.

Complementary to these works, we focus on the global planning
aspects of aerial videography to support users in the design and
recording of aerial videos of city- and landscapes. Our method aims
at supporting users by optimizing the target framing such that it
adheres to videographic compositional rules as well as their intent.

Quadrotor Camera Tools: A number of tools for the planning
of quadrotor camera motion exist in both, industry and research.
Commercially available applications usually place waypoints on a
2D map or allow to interactively control the quadrotor’s camera as
it tracks a pre-determined path [1, 11, 42, 45]. These tools generally
do not provide means to ensure feasibility of the resulting plans
and do not consider aesthetic objectives. In research, the planning
of physically feasible quadrotor camera trajectories has recently
received a lot of attention. Design tools allow for planning of aerial
shots in 3D virtual environments [17, 18, 26, 43] and employ op-
timization to ensure that aesthetic objectives and robot modeling
constraints are satisfied. Extensions of these tools help users to
stay within the feasible range of quadrotor motion [37] and create
videos that feature aesthetically pleasing camera dynamics [19].

Gebhardt et al. [17] introduced a tool where users specify the
position of the quadrotor in space and for each of these positions
select a camera target. Their method then optimizes the camera
rotation such that the center of the target is depicted in the center of
the video frame. Similarly, Xie et al. [43] propose an optimization-
based approach that requires user to only specify a quadrotor’s

start and end position as well as landmarks of interest and then
generates a trajectory utilizing a landmark-centric view quality
field. The view field optimizes the camera pose such that the salient
parts of landmarks are positioned on the image plane according
the Rules of Thirds. These approaches automate the framing of
camera targets and, hence, do not leave compositional control to
users. In contrast, our method aims at optimizing target framing to
be aesthetically pleasing while adhereing to users’ intent.

Other tools [18, 19, 26, 37] allow users to specify keyframes by
controlling the position and orientation of a camera in the virtual
environment. To attain a reference camera orientation between
keyframes, Joubert et al. [26] and Roberts and Hanrahan [37] in-
terpolate the intersection points of keyframe center rays with the
3D environment. The resulting look-at-trajectory is then optimized
such that the current position on the target trajectory is shown in
the center of the camera’s image frame. Similarly, Gebhardt et al.
[18, 19] optimize camera orientations by following the interpola-
tion of keyframes’ pitch and yaw angles. These approaches do not
model camera targets or approximate them as a single point which
can yield to undesirable target framing (see Section 3). In contrast,
our approach considers the targets users intend to capture in the
optimization formulation. Our method optimizes camera position
and orientation such that targets are captured at desirable image
space locations and entirely visible throughout the shot.

3 METHOD OVERVIEW
Quadrotor camera tools should support users to design aerial videos
that feature an aesthetically pleasing target framing. In order to
achieve this, they should fulfill a set of requirements. This includes
(a) facilitating users to position camera targets at visually appealing
screen positions according to videographic compositional rules [2,
41]. In addition, approaches should ensure that (b) screen positions
of camera targets are constrained between keyframes and that (c)
targets are fully visible throughout the entire shot.

Existing quadrotor camera optimization schemes do not fulfill
these requirements. The approach of Gebhardt et al. [18, 19] simply
interpolates camera angles between the user-specified keyframes
(see Figure 2a). This does not allow to position targets at desirable
image space positions and results in video frames where the target
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moves freely on the screen, even partly out of sight (red extended
camera frustums in Figure 2a). Other approaches [26, 37] model
camera targets as look-at trajectories that are constructed by inter-
polating the intersections of keyframes’ center rays with the virtual
environment. This is only a valid model for camera targets that are
located in the center of the keyframe image. If a camera target is
positioned on other screen locations, the center ray will intersect
with other volumes. This causes the look-at trajectory to specify
counterintuitive directional camera references, resulting in videos
that also frame targets in an undesirable manner (e.g., moving out
of sight, see Figure 2b).

To satisfy above requirements, we propose an optimization for-
mulation that considers the position of a camera target on the image
plane when optimizing the pose of a quadrotor camera (Section 4).
This allows to correct the target framing to follow well-established
compositional rules of photo- and videography like the Rule-of-
Thirds, Golden Ratio, or Phi Grid [41]. In addition, our approach
optimizes a trajectory such that the target screen position interpo-
lates desirable screen locations between keyframes. Furthermore,
it ensures that targets are entirely visible throughout the shot. This
generates trajectories that overcome the problems of the previous
state of the art (see Figure 2c). Thus, we minimize a cost functional
over an infinite time horizon according to a dynamical robot model
to find optimized values for system states x and inputs u. As a
high-level abstraction, the cost function

minimize
x,u

∑
Csmooth-motion (x, u)︸                   ︷︷                   ︸

[19]

+ Cframing (x)︸        ︷︷        ︸
Eq. 3

+ Cvisibility (x)︸         ︷︷         ︸
Eq. 11

,

serves three main purposes: 1) ensuring globally smooth camera
motion (Csmooth-motion) by building on an existing optimization
algorithm [19], 2) it optimizes the screen position of the targets
to follow cinematographic compositional rules (𝐶framing), and 3)
ensures that camera targets are entirely visible throughout the
shot (Cvisibility). Our optimization method requires knowing the
3D position and size of camera targets that users intend to capture.
To aid users in this process, we contribute a semi-automatic target
identification pipeline that determines 3D camera targets from
sparse user input (Section 5).

4 OPTIMIZING CAMERA TARGET FRAMING
We propose two objective terms to frame targets at desirable screen
positions and ensure their visibility throughout a shot. Thus, we
expand an existing variable, infinite horizon, contour-following al-
gorithm [19], using an approximated physical model of the quadro-
tor camera [17] (see Appendix C and D for details on model and
algorithm). The optimization is considered an infinite-horizon al-
gorithm because the time step along the trajectory can vary. In this
section, we first introduce our target model (Section 4.1). We discuss
then the details of our algorithm (Sections 4.2-4.4). See Appendix A
for a table of notations and Appendix E for an explanation of the
coordinate frames of our algorithm.

4.1 Target Model
For our target model, we assume that in scenic aerial video shots
the quadrotor camera focuses on one target per frame and targets
change between frames. We believe this is a valid assumption for a

moving camera as human perceptual constraints prevent us from
focusing on more than one point at a time. This is also reflected
in popular aerial video techniques which work with a single point
of focus [8]. Using our target identification pipeline (Section 5),
we attain the assigned camera target 𝑡 𝑗 of each keyframe 𝑘 𝑗 . To
incorporate these targets into our optimization, we fit a bounding
cylinder with radius 𝑟𝑡 , height ℎ𝑡 , and a center at position p𝑡 ∈ R3.
We use this primitive as its geometric properties allow us to consider
the 3D expansion of a target in our formulation without needing to
sample vertices during optimization.

To be able to optimize a trajectory for globally smooth motion,
the algorithm [19] in which we include our objective terms uses a
time-free reference parameterization. Therefore, a chord length
parameterized spline is used, where the parameter 𝜃 describes
progress on the spatial reference path of the quadrotor defined
as r𝑑 (𝜃 ) ∈ R3. We use the same parameterization to compute a
target reference spline that interpolates position, radius and height
of the consecutive targets 𝑡 𝑗 of the video. The spline is defined as
f𝑡 (𝜃 ) = [p𝑡 (𝜃 ), 𝑟𝑡 (𝜃 ), ℎ𝑡 (𝜃 )] ∈ R5. Figure 3 illustrates the spline of
the target position p𝑡 (𝜃 ) that is defined between 𝜃0 and 𝜃𝑁 .

4.2 Framing Optimization
With our method, we optimize the pose of the quadrotor camera
to position 3D targets at desirable locations in the image frame.
Therefore, we need a reference function that specifies desirable
image space locations for our target reference spline f𝑡 (𝜃 ) when
observed from the according quadrotor position r𝑑 (𝜃 ).

We start by specifying a set of vectors 𝐿 in the camera clip space𝐶
that define desirable screen positions according to cinematographic
rules. In our implementation, 𝐿 contains the center of the image
plane (l𝑐 = [0, 0, 0, 1]𝑇 ) and the intersection points of the Rules of
Thirds (e.g., l𝑟 = [0, 13 ,

1
3 , 1]

𝑇 , see blue dashed lines in Figure 3).
Second, we compute the directional vector m𝑣

𝑗
between the po-

sition r𝑑,𝑗 of each keyframe and the position of its target p𝑡, 𝑗 in
camera view space 𝑉 . This vector is computed as

p𝑣𝑗 = R𝜓,𝜙 (𝜓𝑑,𝑗 , 𝜙𝑑,𝑗 ) (r𝑑,𝑗 − p𝑡, 𝑗 ) (1)

m𝑣
𝑗 =

p𝑣
𝑗

| |p𝑣
𝑗
| |

Figure 3: Schematic illustration of the framing cost term
that optimizes the pose of the quadrotor camera such that
the relative vector between camera and target p𝑣 aligns with
the reference vector v𝑑 that positions the target at a desir-
able image space position.
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where p𝑣
𝑗
the view space position of 𝑡 𝑗 ,𝜓𝑑,𝑗 and 𝜙𝑑,𝑗 are the pitch

and yaw orientation of 𝑘 𝑗 and R𝜓,𝜙 ∈ 𝑆𝑂 (3) is the rotation matrix
from world frame 𝐼 to camera view space 𝐶 .

For each keyframe, we identify the vector in 𝐿 that is closest to
the actual directional vector between 𝑡 𝑗 in 𝑘 𝑗 as

v𝑣𝑗 = 𝑎𝑟𝑔 𝑚𝑖𝑛
l∈𝐿

| |m𝑣
𝑗 −𝑤 (R−1

𝑐 l𝑐 ) | | , (2)

where v𝑣
𝑗
is the closest vector, R𝑐 ∈ 𝑆𝑂 (4) is the camera matrix that

performs rotations from the camera’s view space𝑉 to its clip space
𝐶 and𝑤 the function that normalizes homogeneous to Cartesian
coordinates. This selects an image space position which follows
cinematographic rules while still being in close distance to users’
originally defined target screen position. Using the 𝜃 parameteriza-
tion, the reference directional vectors v𝑣

𝑗
are linearly interpolated

to attain the function v𝑣
𝑑
(𝜃 ) (see Figure 3). In case users want to

keep the exact framing they specified, one can compute v𝑣
𝑑
(𝜃 ) by

directly interpolating the m𝑣
𝑗
vectors.

With the reference function for desired target framing in place,
we can now define the term that optimizes camera target framing:

p𝑣 = R𝜓,𝜙 (𝜓𝑞,𝑖 +𝜓𝑔,𝑖 , 𝜙𝑔,𝑖 ) (p𝑡 (𝜃 )) − r𝑖 ) (3)

𝑐 𝑓 (𝜃 ), p𝑣) = | | p𝑣

| |p𝑣 | | − v𝑣
𝑑
(𝜃 ) | |2,

where p𝑣 is the position of the target in𝑉 and r𝑖 the position of the
quadrotor at a specific stage 𝑖 of the optimization horizon. Figure 3
illustrates the cost term. It optimizes the pose of the quadrotor
camera such that the relative vector between quadrotor and target
p𝑣 aligns with the directional reference vector v𝑣

𝑑
(𝜃 ) to position

the target at the desired image space position.

4.3 Visibility Maximization
With the framing optimization cost term in place, one can ensure
that the camera target is at the desired position in the image plane
across the entire trajectory. However, if the distance between cam-
era and camera target is small, it is possible that although the center
of the camera target is at the desired position on the image plane,
large parts of the target are not captured because they get cropped.
While this is most likely not the case at keyframes, they are specified
by users, it can occur between them where reference positions are
attained via interpolation (as with the state of the art, Figure 1 top
row). To address this problem, we propose a second cost term that
ensures that camera targets are entirely visible in each frame of the
video. Figure 4 illustrates the intuition behind the objective term.
It introduces a penalty when any part of the bounding cylinder
of a camera target intersects with a plane of the extended camera
frustum and, hence, would not be visible.

For this cost term, we first calculate four points on the edges of
the cylinder. Since the roll of the quadrotor camera is always zero,
one can attain the points at top p𝑣𝑡 and bottom p𝑣

𝑏
of the cylinder as

p𝑣𝑡 = p𝑣 +
[
0,
ℎ𝑡 (𝜃 )
2

, 0
]𝑇 (4)

p𝑣
𝑏
= p𝑣 −

[
0,
ℎ𝑡 (𝜃 )
2

, 0
]𝑇
. (5)

To find the left and the right edge of the cylinder from the per-
spective of the camera, we search the points that have the 𝑧 value

Figure 4: Schematic illustration of the visibility maximiza-
tion cost term showing a camera target and its bounding
cylinder from (a) side and (b) top. The term introduces a
penalty if the cylinder intersects with a plane of the ex-
tended camera frustum.

of p𝑣 , the distance 𝑟𝑡 from p𝑣 and are on the plane that has p𝑣 as its
normal. By substituting given values into the point-normal form of
this plane and simplifying it, we attain the x-values of these points:

𝑥 = 𝑥𝑝𝑣 +
𝑦2
𝑝𝑣 − 𝑦𝑝𝑣𝑦

𝑥𝑣
, (6)

where 𝑥𝑝𝑣 ,𝑦𝑝𝑣 are the respective x- and y-values of p𝑣 . Substituting
𝑥 into the 2-norm equation that computes the distance between p𝑣

and one of the points on the edge we attain the y-values.

𝑦1,2 = 𝑦𝑝𝑣 ±

√√√√√√ 𝑟2𝑡(
𝑦2
𝑝𝑣

𝑥2
𝑝𝑣

+ 1
) (7)

Substituting the respective y-values back into Equation 6 we can
the specify p𝑣

𝑙
= [𝑥2, 𝑦2, 𝑧𝑣]𝑇 , p𝑣𝑟 = [𝑥1, 𝑦1, 𝑧𝑣]𝑇 .

To attain the planes that describe the camera frustum, we first
project the corners of the image plane into camera view space:

q𝑣
𝑡𝑙
= R−1

𝑐 c1, q𝑣𝑡𝑟 = R−1
𝑐 c2, q𝑣𝑏𝑙 = R−1

𝑐 c3, q𝑣𝑏𝑟 = R−1
𝑐 c4 (8)

where c1−4 are the four corners of the image plane defined in camera
clip space and v𝑡𝑙 , v𝑡𝑟 , v𝑏𝑙 , v𝑏𝑟 are the top-left, top-right, bottom-
left and bottom-right vectors that form the edges of the camera
frustum. We then compute the normals of the planes of the frustum:

n𝑣
𝑡 = q𝑣

𝑡𝑙
× q𝑣𝑡𝑟 , n

𝑣
𝑏
= q𝑣

𝑏𝑙
× q𝑣

𝑏𝑟
, (9)

n𝑣
𝑙
= q𝑣

𝑡𝑙
× q𝑣

𝑏𝑙
, n𝑣

𝑟 = q𝑣𝑡𝑟 × q𝑣
𝑏𝑟
.

And we define a visibility cost function that returns the squared
minimum of two distances and zero if they have different signs:

𝑓𝑣𝑖𝑠 (𝑑1, 𝑑2) =
{

0 if |𝑑1 + 𝑑2 | < |𝑑1 | + |𝑑2 |
𝑚𝑖𝑛(𝑑21 , 𝑑

2
2) otherwise. (10)

The visibility cost term is computed by summing the result of
Equation 10 for the distances between edge points and planes:

𝑓𝑎𝑙𝑙 (n𝑡−𝑟 , p𝑣𝑡−𝑟 ) =
𝑀∑
p𝑚

𝑓𝑣𝑖𝑠 (n𝑇𝑡 p𝑚, n𝑇𝑏 p𝑚) + 𝑓𝑣𝑖𝑠 (n𝑇𝑙 p𝑚, n𝑇𝑟 p𝑚)

𝑐𝑣 (n𝑡−𝑟 , p𝑣𝑡−𝑟 , 𝑥p𝑣 ) =
{

0 if 𝑥p𝑣 < 0
𝑓𝑎𝑙𝑙 (n𝑡−𝑟 , p𝑣𝑡−𝑟 ) otherwise, (11)

where𝑀 = [p𝑣𝑡 , p𝑣𝑏 , p
𝑣
𝑙
, p𝑣𝑟 ] is the set of cylinder points and n𝑇 p is

the distance between a point p and a plane specified by the normal
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Figure 5: The target identification pipeline: (1) for each user-specified keyframe 𝑘 𝑗 , (2) the visually most interesting 2D area
is predicted and refined if necessary. (3) Rays are casted through these areas of all keyframes and intersections with the 3D
environment are saved in a point cloud. This point cloud is segmented and (4) a cylinder is fit to each cluster. (5) The cylinder
with the lowest distance from the center forward vector of a keyframe 𝑘 𝑗 is selected as its target 𝑡 𝑗 .

n. Revoking the costs if 𝑥p𝑣 < 0 ensures that the term is only active
if the target is in front of the camera.

Intuitively, this objective ensures that the four points on the
hull of the cylinder (𝑀) are located within the extended camera
frustum. This is satisfied if the points on two opposing sides of the
cylinder are located on the opposite sides of the respective planes
(Equation 10). For instance, p𝑣

𝑙
is located to the right of the left

plane and p𝑣𝑟 is located to the left of the right plane (see Figure 4). If
not, the distance between the point on the side of the cylinder that
cuts the camera frustum and the intersected plane gets minimized.
The term achieves the desired outcome as the framing objective
(Equation 3) constraints the target to be located in the viewing
direction of the camera.

4.4 Optimization Problem
We construct our overall objective function by linearly combin-
ing the equations of the variable infinite horizon contour following
algorithm 𝐽𝑖 (Equation 16, [19]), the framing optimization objec-
tive 𝑐 𝑓 (Equation 3) and the visibility maximization objective 𝑐𝑣
(Equation 11). The final optimization problem is then:

minimize
x,u,Θ,𝑣

𝑁∑
𝑖=0

𝐽𝑖 +𝑤 𝑓 𝑐 𝑓 (𝜃, p𝑣) +𝑤𝑣𝑐𝑣 (n𝑡−𝑟 , p𝑣𝑡−𝑟 , 𝑥p𝑣 ) (12)

subject to x0 = k0 (initial state)
Θ0 = 0 (initial progress)
Θ𝑁 = L (terminal progress)
x𝑖+1 = 𝐴x𝑖 + 𝐵u𝑖 + 𝑔 (dynamical model)
Θ𝑖+1 = 𝐶Θ𝑖 + 𝐷𝑣𝑖 (progress model)
x𝑚𝑖𝑛 ≤ x𝑖 ≤ x𝑚𝑎𝑥 , (state bounds)
u𝑚𝑖𝑛 ≤ u𝑖 ≤ u𝑚𝑎𝑥 , (input limits)
0 ≤ Θ𝑖 ≤ Θ𝑚𝑎𝑥 (progress bounds)
0 ≤ 𝑣𝑖 ≤ 𝑣𝑚𝑎𝑥 (progress input limits)

−𝜋 ≤ 𝑑 (𝜓𝑞,𝑖 + ¤𝜓𝑔,𝑖 , 𝜙𝑔,𝑖 ) ≤ 𝜋 (angular change limits),

where 𝐽𝑖 is quadratic in x, u, 𝑣 and linear in Θ and 𝑐 𝑓 and 𝑐𝑣 are
non-linear in x. When flying a generated trajectory we follow the
optimized positional trajectory r with a standard LQR-controller
and use velocity and accelerations states of x as feed-forward terms.

5 TARGET IDENTIFICATION
For our optimization method to work, we need to know the position
and size of the camera targets users intend to capture with a specific
shot. In contrast to related work in dynamic aerial videography
that estimates the 3D pose of a single human actor [5, 6, 22], we are
interested in landmarks (buildings, trees, mountains, etc.). As our
tool builds upon realistic 3D environments like Google Earth, we
do not need to reconstruct the real world but want to identify the
3D structures within the scene users intend to capture. Our goal
is to develop an approach that eases the process of specifying the
3D camera targets that are used as reference in the optimization
method. Thus, we attempt to infer the targets a user intends to
capture from their specified keyframes. Figure 5 shows the design
of our target identification pipeline. (1) The image of each keyframe
𝑘 𝑗 is feed into Deep Gaze II [28], a deep visual saliency (DVS) model.
(2) The network estimates the visually most interesting area of this
image. For each keyframe, the bounding box of this area is presented
to users and can be adjusted if it does not frame the intended
camera target well enough. (3) To attain the 3D camera targets
in the scene, we cast rays through the 2D bounding boxes of all
keyframes and save the intersections with the virtual environment
in a point cloud. Using a point-cloud-clustering method [33], we
segment the resulting point cloud to identify the point clouds of the
individual targets. (4) For each target point cloud, we use a heuristic
approach to compute a bounding cylinder by finding the maximal
spread of its points in the left-right and top-bottom direction (see
Appendix F for details). (5) Finally, we assign the cylinder as target
𝑡 𝑗 to keyframe 𝑘 𝑗 that has the lowest distance from the center
forward vector of the keyframe.

During the development of the pipeline, we tested two approaches
to infer 3D camera targets from keyframes without additional user
input. Thus, we replaced step 2 of the pipeline to either solely rely
on the DVS model (no user refinement) or the landmark-centric
view quality field [43]. In a pre-study, both approaches did not
perform significantly better than a simple baseline that assumed
the target to always be located in the center of the keyframe image
(see Supplementary Material). Only by allowing users to manually
refine the target areas in keyframe images it was possible to attain
the 3D camera targets they intended to capture.
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Figure 6: Illustrates the effect of different framing approaches on videos generated from two keyframes. For methods that
interpolate angles [18, 19] or the intersection of the center rays of keyframes with the environment [26, 37], the camera target
(the water tower) moves freely on the image plane of the videos. When generated with our method using the cost term 𝑐 𝑓 , the
target is aligned with the (dashed white) vertical lines of the Rules of Thirds at the keyframes and transitions between them.
Using both cost terms of our method, 𝑐 𝑓 + 𝑐𝑣 , produces the same result and additionally corrects the framing such that the
water tower is visible through the entire shot. The bottom row displays a top-down view on the generated trajectories.

6 IMPLEMENTATION
Our design tool is implemented using UNITY 3D. For the DVS
model, we used a pre-trained PYTHON model of Deep Gaze II [27].
We chose this model as it is the state of the art according to the MIT
Saliency Benchmark [7]. Point cloud segmentation and cylinder
fitting are implemented in MATLAB. The different components of
our tool communicate via network. Also the optimization problem
is implemented with MATLAB and solved with the FORCES Pro
software [12] which generates fast solver code, exploiting the spe-
cial structure in the non-linear program. We set the horizon length
of our problem to be 𝑁 = 100. Furthermore, we introduced the
function 𝑑 (𝜓, 𝜙) to constrain the change of pitch and yaw between
two consecutive stages of Equation 12. The function is defined as

𝑑 (𝜓, 𝜙) =
[ ¤𝐴𝜓 ( ¤𝜓 ) + ¥𝐴𝜓 ( ¥𝜓 ) + 𝐵𝜓 (𝑀𝜓 )
¤𝐴𝜙 ( ¤𝜙) + ¥𝐴𝜓 ( ¥𝜙) + 𝐵𝜙 (𝑀𝜙 )

]
, (13)

where ¤𝐴𝜓/𝜙 and 𝐵𝜓/𝜙 are the forward propagation factors of the
particular state or input and𝑀𝜓 ,𝑀𝜙 are torques acting on pitch and
yaw of the quadrotor camera. This constraint is necessary to prevent
the angular distance of pitch or yaw between two consecutive

stages to be larger than 2𝜋 . In our tests, this happened in early
iterations of the solver when Δ𝑡 was arbitrary large and resulted in
non-convergence of the problem.

6.1 Runtime Performance
We evaluated the optimization runtime of our method. Therefore,
we generated all of the 60 trajectories of our study (Section 8) with
our approach and the method of [19]. In both optimization schemes,
we use the the approximated linear quadrotor model of Appendix C.
We measured runtime on a standard desktop machine (Intel Core
i7 4GHz CPU). On average, it took 14.16 s (SD: 6.63 s) to generate a
trajectory with our method and 5.87 s (SD: 2.88 s) with the method
of [19]. The increase in computation time can be explained with
our method optimizing camera orientation in 𝑆𝑂 (5) resulting in
a non-linear objective function, while [19] tracks references per
dimension resulting in an objective function that stays quadratic.
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Figure 7: Qualitative comparison of video frames of two trajectories generated with [19] (top row) and our method (bottom
row). The white cross illustrates the desired screen position and the bounding box frames the camera target.

7 QUALITATIVE RESULTS
To evaluate if our method has the desired effect on target framing,
we design a challenging shot and generate trajectories with four
different optimization schemes. The first is generated with the
method that interpolates angles between keyframes [18, 19]. The
second trajectory is generated with the target framing approach
that interpolates the intersection of the center rays of keyframes
with the environment [26, 37]. The third trajectory is generated
with our method using only the framing optimization (𝑐 𝑓 ). The last
is generated by using both cost terms (𝑐 𝑓 and 𝑐𝑣 ) of our method.

Figure 6 shows a frame by frame comparison of the resulting
videos of the four trajectories. For the previous methods [18, 19,
26, 37], the camera target (the water tower) moves freely around
the image plane, partly disappearing in some frames. In contrast,
the video generated with 𝑐 𝑓 of our method corrects the camera
orientation of the keyframes to align the target with the closest
vertical line of the Rules of Thirds (see dashed white lines). Between
keyframes, the tower nicely transitions between these two lines.
However, when the camera approaches the target closely, the tower
is not entirely visible in some of the video frames. This is corrected
by using both cost terms, 𝑐 𝑓 and 𝑐𝑣 .

We also conducted a qualitative comparison by recording two
videos with the same consumer grade drone (Parrot Bebop 2). The
quadrotor followed trajectories generated with our method and
with the approach of Gebhardt et al. [19] (same framing approach
as [18]) using the same keyframes. The input data was designed
in Google Earth using KLM-files and simulates a novice user who
struggles to frame targets in an aesthetically pleasing manner when
specifying keyframes. Figure 7 shows resulting video frames (also
see [video]). Our method keeps the intended target nicely framed
in the center of the image while the image space positions of the
target for the baseline method [19] change drastically between
frames. This provides evidence that the positive perceptual effect
of our framing terms can even be seen in real-world shots where
GPS-accuracy and other factors influence the resulting video.

8 PERCEPTUAL STUDY
We investigated the effect of our approach on the perceived match
between generated and user-intended target framing compared to
existing methods [18, 19, 26, 37]. In addition, we analyzed if our
approach positively affects the aesthetic perception of aerial videos

compared to the state of the art. To answer both questions, we
conducted a pairwise perceptual comparison of videos generated
with the mentioned approaches.

8.1 Experimental Design
We conducted the perceptual study in two steps. First, we invited a
group of participants to design aerial videos using our quadrotor
camera tool. Second, we created two video questionnaires for which
we produced videos by simulating trajectories generated with the
different methods. The input of all methods was the participant-
designed keyframes from the first step. Each questionnaire item
showed a video of a trajectory of our method and a representative
of the state of the art. The questionnaires were answered by a new
group of participants who, per item, indicated their preference for
one of the two videos. In the following, we provide more details on
the experimental design of our study.

Trajectory design: We recruited 15 participants from our institu-
tion (10 female, 5 male) to design aerial videos. The average age
was 26.2 years (SD=3.3). Three of them were working in a photo- or
videography-related job. Six were hobby photo- or videographers.
The remaining participants reported no experience in photo- or
videography. Using our quadrotor camera tool, participants were
asked to design four free-form videos in two scenes showing two
different virtual cities. For each video, we asked participants to
specify four or more keyframes focusing on objects they find in-
teresting. Participants used our target identification pipeline to
specify the camera targets they intended to capture. To ensure that
participants do not adjust keyframes to a particular target framing
approach, they were only allowed to see their designed video after
they finished editing keyframes. Finally, participants were asked
to describe where on the image plane they wanted to position a
particular camera target.

On average, participants spent 12.85 s (SD=9.52 s) to refine the
bounding box of a camera target in step 2 of our target identification
pipeline (see Figure 5). To refine the bounding boxes of all targets
per trial, they needed on average 59.94 s (SD=28.61 s). The mean
trial duration was 202.15 s (SD=84.54 s).

Conditions: Variations of trajectories generated from different
optimization schemes can stem from differences in the underlying
dynamical model, positional reference tracking, and target framing
approach. In this study, we isolated variations in trajectories to stem
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from differences in target framing. Thus, we used the algorithm of
Gebhardt et al. [19] as the base algorithm of all conditions, ensuring
that they are subject to the same dynamical model and positional
reference tracing. We investigated three conditions:

(1) Angle interpolation (ANG) generated trajectories with the
unmodified base algorithm [19] that interpolates pitch and
yaw angles of the camera between keyframes (same framing
approach as [18]).

(2) Look-at trajectory (LOOK-AT) represented the target framing
approach [26, 37] that constructs a look-at trajectory by in-
terpolating the intersections of center rays of keyframes with
the virtual environment. The camera pose is then computed
by orienting it such that the current position on the look-at
trajectory is in the center of its screen. For this condition, we
implemented this framing approach as cost term in the base
algorithm [19]. The difference to the original method is that
look-at and quadrotor trajectory (i.e., look-from trajectory)
are parameterized by 𝜃 and progress is determined according
to Equation 15.

(3) OURS generated trajectories using our proposed framing op-
timization formulation. This condition used the participant-
specified camera targets as input.

Questionnaires: We designed two video questionnaires: INTENT
and AESTHETICS. Both showed the same 10 video comparisons,
5 of which compared two videos rendered from trajectories of
ANG and OURS. The other 5 comparisons were between videos of
trajectories of LOOK-AT and OURS.We generated trajectories using
the participant-designed keyframes. To ensure visual differences in
videos, we chose the 5 trajectories that have the highest discrepancy
in angular and positional distance between the respective condition
and OURS. The discrepancy function is defined as

arg max
t𝑘𝑜𝑢𝑟𝑠 ,t𝑘𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 ∈𝑇

𝑁∑
𝑖=0

| |p𝑖𝑜𝑢𝑟𝑠 − p𝑖
𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒

| | + angle(q𝑖𝑜𝑢𝑟𝑠 , q𝑖𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 ) ,

where p𝑖 is the position of the quadrotor and q𝑖 is its rotation as
quaternion at stage 𝑖 of the trajectory. angle(q1, q2) is a function
that returns the angular distance in degrees between two quater-
nions. t𝑘𝑜𝑢𝑟𝑠 and t𝑘

𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒
are the trajectories of OURS and the re-

spective baseline generated on the same set of keyframes 𝑘 ∈ 𝐾 .
For each question of both surveys, we showed participants im-

ages of the camera targets the videographer intended to capture.
This was done to ensure that they focused on the right objects when
watching the video despite the visual density of the virtual scenes.
In both surveys, the two videos are placed side-by-side, randomly
assigned to the left or right, and participants stated which video
they preferred on a 5-point Likert scale. The question was: "which
shot frames the objects aesthetically more pleasing?". The five re-
sponses are: "shot on the left side frames the objects much more
pleasing", "shot on the left side frames the objects more pleasing",
"both frame the scene the same", "shot on the right side frames
the objects more pleasing", and "shot on the right side frames the
objects much more pleasing".

The two questionnaires examined different objects of investiga-
tion. INTENT investigated if video viewers perceive differences in

how good the videos of conditions match with the intended result
of the videographer. Thus, we additionally displayed the image
space position at which the videographer intended to position the
target in its videos. These positions were specified according to the
description of the respective participant that designed a video and
were shown as a thin cross. AESTHETICS examined the effect of
methods on the general aesthetic perception of videos and, hence,
displayed videos unmodified.

Participants: We recruited 518 participants via mailing lists from
our institution (202 female, 314 male, 2 preferred not to say). 279
participants answered the questionnaire INTENT and 239 answered
AESTHETICS. The average age was 22.6 years (SD=3.2). 12 partici-
pants were working in a photography- or videography-related job,
116 were hobby photographers or videographers and 390 reported
no experience in photo- or videography. Participants were not paid.
We split the investigation into two questionnaires to keep the time
necessary for their completion below 15 min.

8.2 Results
Assuming equidistant intervals, we mapped survey responses of
both questionnaires onto a scale from -2 to 2, where negative values
mean that the video of ANG or LOOK-AT is perceived as more
pleasing, 0 indicates no difference and a positive value means that
the video of OURS is perceived as more pleasing. To attain interval
data, samples were build by taking the mean of the Likert-type
results. As data normality was violated, we ran a Wilcoxon signed-
rank test to estimate if means differ from zero.

Figure 8: Mean and 95% confidence interval of the effect of
optimization scheme on perceivedmatchwith videographer
intent and aesthetics. Positive values indicate a preference
for videos generated with our framing extension. Negative
values indicate that videos generated with ANG or LOOK-
AT are preferred. Significance notation is with respect to the
null effect (zero).

Evaluating the responses of INTENT revealed a mean with a pos-
itive value and a high confidence for both comparisons (see Figure
8). Statistical testing showed that our method allows videographers
to produce videos that better match with what they intended to cre-
ate compared to ANG (M=0.25, SD=0.74; Z=23754.5, p<0.001) and
LOOK-AT (M=0.53, SD=0.72; Z=28347.5, p<0.001). The mean of the
data of AESTHETICS has a positive value with a high confidence
for the comparison with LOOK-AT (M=0.21, SD=0.56; see Figure
8). The effect of our method on the aesthetics of target framing
for this comparison is a significant (Z=16061.5, p<0.001). However,
there is no significant difference between ANG and OURS in terms
of the aesthetic perception of target framing (M=-0.02, SD=0.59;
Z=10789.5, p=0.66).
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Figure 9: Qualitative comparison of a participant-designed video shot: OURS keeps the two targets at their intended screen
position throughout the shot. ANG [18, 19] and LOOK-AT [26, 37] exhibit slight deviations between desired and generated
target image space positions.

The qualitative inspection of the videos revealed that the video-
designing participants benefited from our approach’s capability
to keep targets positioned at desirable image space locations. One
example is shown in Figure 9 where OURS keeps the sequential
targets of a video shot at their indented target position while ANG
(top) and LOOK-AT (bottom) show slight offsets with respect to the
intended image space positions.

Finally, we compared the difference between video ratings of
self-declared expert and novice participants. A Mann-Whitney
test did not reveal significant differences between their responses
(𝑛𝑒𝑥𝑝𝑒𝑟𝑡𝑠=58,𝑛𝑛𝑜𝑣𝑖𝑐𝑒𝑠=181, ANG-AESTHETICS: U=5689, p=0.3, ANG-
INTENT: U=6555, p=0.2, LOOK-AT-AESTHETICS: U=5199, p=0.9,
LOOK-AT-INTENT: U=7668.5, p=0.5).

9 DISCUSSION
The results of the study indicate that participants perceived the
videos of our approach to better match with videographers’ intent
compared to the state of the art [18, 19, 26, 37]. In terms of the
aesthetic perception of videos, results are not as clear. Participants
found our method to produce aesthetically more pleasing videos
than the framing method of Joubert et al. [26] and Roberts and
Hanrahan [37]. However, no significant differences are found in
the comparison with the method of Gebhardt et al. [18, 19]. Never-
theless, the significant results in the other comparisons encourages
us to suggest that our approach better supports users in framing
camera targets.

The aesthetic perception of videos depends on factors that are not
modeled in the objectives of the investigated optimization schemes,
e.g., visual density or the lighting of the scene. We assume that the
null result and the lower effect of comparisons in terms of aesthetics
can be explained by participants that attribute differences in the
videos to a variety of such unmodeled factors. In particular, we
believe that due to the densely populated surroundings of camera
targets in the virtual city scenes, the positioning of a target on the
screen lost its perceptual importance. Leveraging this factor could
allow to trade-off framing precision with computational costs by
relaxing constraints in visually dense scenes.

Our framing extension had access to more user input compared
to the other approaches. Participants spent ca. 30% of the time per
trial on defining the 2D target areas. The equivalent of that in the
other conditions would be to provide participants with more time
to specify additional keyframes to refine the target framing. Set-
ting additional keyframes would allow participants to work around
methods’ lack of explicitly modeling camera targets and their screen
position. In contrast, specifying 2D areas on keyframe images to
indicate a camera target provides additional domain-relevant in-
formation for the quadrotor camera trajectory optimization. Fur-
thermore, we are convinced that the time needed to specify these
bounding boxes can be significantly reduced by using appropriate
interaction techniques, e.g., direct manipulation [23, 40].

Using the landmark-centric view quality field or the deep visual
saliency model without additional user input were not sufficient for
our target identification pipeline to identify camera targets users
intended to capture. This indicates the difficulty of computationally
identifying user intent and that even complex models, such as
the DVS network, fail to capture all subjective differences. Our
approach of manually refining desired camera targets highlights
the potential of hybrid methods where easy interactionmechanisms
allow users to communicate their individual intent to optimization-
based adaptive user interfaces to better individualize support.

In future work, we will investigate the effect of our algorithm
on the workflow of videographers. For instance, we will examine if
using our algorithmic extension to design a video shot speeds up
the process or helps users to create videos with higher visual quality.
Furthermore, we will investigate if our algorithm differently effects
workflow and design of experts, hobbyists or novices.

To advance the design of our algorithm, we will generalize the
method to model the true shape of a camera target rather than ap-
proximating it with a cylinder. This could be achieved by sampling
points from the 3D environment during iterations of the solver. Fur-
thermore, we will incorporate a cost term for obstacle avoidance
(similar to [17]) to further increase user support when designing
aerial videos.
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10 CONCLUSION
In this paper, we propose an approach that better supports users in
designing aerial videos with quadrotor camera tools. The previous
state of the art failed to produce videos with visually appealing
target framing that adheres to what users intended to capture. This
is due to these methods not considering the 3d extent of camera
targets and simply interpolating keyframes when generating tra-
jectories. In response, we propose a quadrotor camera tool that
models target objects, allowing our approach to generate trajec-
tories according to established framing objectives. Our approach
identifies areas of landmarks users intend to capture from sparse
user input using a semi-automatic target identification pipeline.
Integrating these camera targets into a novel optimization formu-
lations allows the generation of trajectories that frame targets at
desired screen positions even between keyframes. In addition, we
optimize the camera pose such that the whole volume of a target is
located within the extended camera frustum ensuring its visibility
throughout the shot.

We conducted a large-scale perceptual study (N≈500) where
we compared our method with the state of the art [18, 19, 26, 37].
Results indicated that our approach produces videos that perceiv-
ably better match with the video users intended to create than
other methods. Results also hint that the videos of our method are
aesthetically more pleasing.
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A NOTATION
For completeness and reproducibility of our method we provide a
summary of the notation used in the paper in Table 1.

Symbol Description
r, ¤r, ¥r, r̈ Quadrotor position, velocity, acceleration and jerk
𝜓𝑞 , ¤𝜓𝑞 , ¥𝜓𝑞 ,𝜓𝑞 Quad. yaw and angular velocity/acceleration/jerk
𝜓𝑔 , ¤𝜓𝑔 , ¥𝜓𝑔 ,𝜓𝑔 Gimbal yaw and angular velocity/acceleration/jerk
𝜙𝑔 , ¤𝜙𝑔 , ¥𝜙𝑔 , 𝜙𝑔 Gimbal pitch and angular velocity/acceleration/jerk
x, u Quadrotor states and inputs
𝐴, 𝐵 System matrices of quadrotor
𝑔 Gravity
Θ, 𝑣 Progress state and input
𝐶 , 𝐷 System matrices of progress
𝑇 Trajectory end time
𝑁 Horizon length
𝜃 Progress parameter
f𝑡 (𝜃 ) Target reference spline (R5)
r𝑡 (𝜃 ) Positional target reference (R3)
𝑟𝑡 (𝜃 ) Target radius reference
ℎ𝑡 (𝜃 ) Target height reference
v𝑣
𝑑
(𝜃 ) Reference of desirable camera directions

p𝑣 Camera target position in view space
𝑐 𝑓 Framing optimization cost term
𝑐𝑣 Visibility maximization cost term

Table 1: Summary of notation used in the body of the paper

B OPTIMIZATIONWEIGHTS
The values for the weights of the objective function we used in the
user study and the online survey are listed in Table 2.

Weight (layed on) Value
𝑤 𝑓 (target framing) 1
𝑤𝑣 (visibility maximization) 1
𝑤𝑝 (quadrotor position) 1
𝑤 𝑗 (jerk) 0.1
𝑤𝑇 (end-time) 0.1

Table 2: Values for weights used in Equation 16.

C DYNAMICAL MODEL
We use the approximated quadrotor camera model of Gebhardt et
al. [17]. This discrete first-order dynamical system is incorporated
as equality constraint into our optimization problem:

x𝑖+1 = 𝐴x𝑖 + 𝐵u𝑖 + 𝑔, u𝑚𝑖𝑛 ≤ u𝑖 ≤ u𝑚𝑎𝑥 ,

x𝑖 = [r,𝜓𝑞,𝜓𝑔 , 𝜙𝑔 , ¤r, ¤𝜓𝑞, ¤𝜓𝑔 , ¤𝜙𝑔 , ¥r, ¥𝜓𝑞, ¥𝜓𝑔 , ¥𝜙𝑔 , r̈,𝜓𝑞,𝜓𝑔 , 𝜙𝑔 ]𝑇 ,

u𝑖 = [F, 𝑀𝜓𝑞
, 𝑀𝜓𝑔

, 𝑀𝜙𝑔 ]
𝑇 ,

(14)

where x𝑖 ∈ R24 are the quadrotor camera states and u𝑖 ∈ R6 are
the inputs to the system at horizon stage 𝑖 . Furthermore, r ∈ R3
is the position of the quadrotor, 𝜓𝑞 is the quadrotor’s yaw angle
and𝜓𝑔 and 𝜙𝑔 are the yaw and pitch angles of the camera gimbal.
The matrix 𝐴 ∈ R24𝑥24 propagates the state x forward, the matrix
𝐵 ∈ R24𝑥6 defines the effect of the input u on the state and the
vector 𝑔 ∈ R24 that of gravity for one time-step. F is the the force
acting on the quadrotor,𝑀𝜓𝑞

is the torque along its z-axis and𝑀𝜓𝑔
,

𝑀𝜙𝑔 are torques acting on pitch and yaw of the gimbal.

D VARIABLE INFINITE HORIZON CONTOUR
FOLLOWING

In this work, we build upon the optimization scheme of Gebhardt
et al. [19] that allows to generate globally smooth trajectories by
following a time-free reference. In this section, we summarize the
parts of their approach that are relevant for our algorithm. To
allow the generation of trajectories of arbitrary temporal length,
the authors add the trajectory end time 𝑇 into the state space of
the model (x = [x,𝑇 ]𝑇 ∈ R25 with 𝛿𝑇

𝛿𝑡
= 0). At each iteration of the

solver the discretization step of the dynamical model is adjusted by
computing Δ𝑡 = 𝑇

𝑁
where 𝑁 is the number of stages of the infinite

horizon. Based on the current Δ𝑡 the forward propagation matrices
𝐴 and 𝐵 are recalculated. To optimize the trajectory spatially and
temproally a time-free parameterization of the reference is required.
Therefore, a chord length parameterized spline is used, where the
parameter 𝜃 describes progress on the spatial reference path defined
as r𝑑 (𝜃 ) ∈ R3. 𝜃 is added into the model and its dynamics are
formulated with the following linear discrete system equation:

Θ𝑖+1 = 𝐶Θ𝑖 + 𝐷𝑣𝑖 , 0 ≤ 𝑣𝑖 ≤ 𝑣𝑚𝑎𝑥 , (15)

where Θ𝑖 = [𝜃𝑖 , ¤𝜃𝑖 ] is the state and 𝑣𝑖 is the input of 𝜃 at step 𝑖 and
𝐶 ∈ R2𝑥2, 𝐷 ∈ R2𝑥1 are the discrete system matrices.
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The error from the spline is then minimized using the 3D-space
approximation of lag 𝜖𝑙 and contour error 𝜖𝑐 of [35] summarized in
the cost term 𝑐𝑝 (𝜃, r𝑖 ). Introducing a cost term that minimizes the
end time of the trajectory 𝑐𝑒𝑛𝑑 (𝑇 ), implicitly demands 𝜃 to reach
the end of the trajectory when an initial 𝜃0 and terminal state 𝜃𝑁
are specified. Smooth quadrotor motion is attained by minimizing
the model’s jerk and angular jerk 𝑐 𝑗 (r̈,𝜓𝑞,𝜓𝑔 , 𝜙𝑔 ) and penalizing
𝜃 ’s input 𝑣 . The overall cost-term is then given by

𝐽𝑖 = 𝑤𝑝𝑐𝑝 (𝜃𝑖 , r𝑖 ) +𝑤 𝑗𝑐 𝑗 (r̈,𝜓𝑞,𝜓𝑔 , 𝜙𝑔 ) (16)

+𝑤𝑒𝑛𝑑𝑐𝑒𝑛𝑑 (𝑇 ) +𝑤𝑣 | |𝑣 | |2,
where𝑤𝑝 ,𝑤 𝑗 ,𝑤𝑒𝑛𝑑 ,𝑤𝑣 > 0 are scalar weight parameters.

E COORDINATE FRAMES
Figure 3 illustrates the coordinate frames we use in our algorithm.
We denote the world frame 𝐼 to be a right handed coordinate system
with the y-axis pointing up. The camera view space 𝑉 has the y-
axis as the up vector, the x-axis points from the camera into the
scene, and the z-axis points to the right. Image space positions are
specified in homogeneous coordinates in the camera clip space 𝐶 ,
which defines the image space to range from -1 to 1 in 𝑥 and 𝑦.

Superscripts 𝑟 𝑣 or 𝑟𝑐 indicate that the vector 𝑟 is expressed in frame
𝑉 or 𝐶 (no superscript means the vector is expressed in 𝐼 ).

F FITTING CYLINDER TO POINT CLOUD
To fit cylinders to a target point cloud, we use a heuristic approach
for which we identify the maximal spread of points in the dimen-
sions x,z and y. Based on these distances, center, radius and height
of the cylinder are computed. The algorithm is described as follows

P = [x, y, z], x = [𝑥1 ...𝑥𝑁 ], y = [𝑦1 ...𝑦𝑁 ], z = [𝑧1 ...𝑧𝑁 ]

p𝑖 , p𝑗 = 𝑎𝑟𝑔 𝑚𝑎𝑥
𝑖, 𝑗 ∈ 𝑁

√
(𝑥𝑖 − 𝑥 𝑗 )2 + (𝑧𝑖 − 𝑧 𝑗 )2

𝑟𝑡 = 𝑚𝑎𝑥
𝑖, 𝑗 ∈ 𝑁

√
(𝑥𝑖 − 𝑥 𝑗 )2 + (𝑧𝑖 − 𝑧 𝑗 )2

ℎ𝑡 =𝑚𝑎𝑥 (y) −𝑚𝑖𝑛(y)

p𝑡 =

[
p𝑖 +

p𝑗−p𝑖
2

𝑚𝑖𝑛(y) + ℎ𝑒𝑖𝑔ℎ𝑡
2

]
,

where P is the target point cloud, 𝑁 the number of points and x, y,
z lists of values of the respective dimensions. p𝑡 is the center, 𝑟𝑡 the
radius and ℎ𝑡 the height of the fitted cylinder.
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