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—Motivation “Results

Ultra high-resolution novel view synthesis of faces from
sparse inputs is a highly challenging problem in 3D
computer vision. With a strong prior, a Neural Radiance
Field can be trained on very few input images.

~Contributions

1. A prior model for faces that can be finetuned to generate a high-quality volumetric
3D representation of a target identity from sparse inputs.

2. Ultra high-resolution 3D consistent view-synthesis.

3. Generalisation to in-the-wild indoor and outdoor captures, including challenging
lighting conditions.
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